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FOREWORD

This is a modified version of the final report written by Dr. W.R. Martini
to summarize the work done under NASA Contract NAS3-22256 to develop a
free-piston Stirling engine performance and optimization code. The code
reported on here is operational. However, it was recognized by Dr. Martini and
NASA that the code needed additional development in several areas and also
needed validation; only minimal validation of the performance codes (there are
several performance code options available), primarily against RE-1000 engine
data, was performed under the contract. The "isothermal" performance code
option predicted RE-1000 performance close to the values measured at design.
The "adiabatic" performance, code option predicted power too large by a factor
of almost two; it's possible, considering the minimal "debugging" that was done
on this particular option, that a programming error could be responsible for
the large error. Since no engines were designed with the code, no information
exists concerning its design accuracy.

It had been anticipated that additional development and validation
would be carried out under a follow-on contract. However, as a result of
Dr. Martini's death the work was never done.

Continued development of Stirling technology during the several years
following Dr. Martini's death, means that a potential user of the code would
need to carefully evaluate i1t's assumptions. For example, a free-piston
Stirling space engine has been recently constructed which operates at approxi-
mately 100 Hz; the Martini code does not account for some effects, such as gas
inertia, that become important at higher engine frequencies. Also, the optimi-
zation algorithm incorporated in the code is a simple one that was written to
expedite the development of the design code's structure; it had been intended
that a more powerful and efficient technique would be substituted in the next

stage of development.

Dale Hubler of Sverdrup Technology, Inc. (a NASA Lewis Research Center
support service contractor) has corrected some problems that a user of the
code might encounter. For example, the interactive data input procedure was
improved upon and the code was converted to double precision. Dale also dis-
abled (but did not eliminate the coding) of certain graphic features of the
code that could be depended upon to work only with a particular graphics board
used by Or. Martini. These and other changes are discussed in certain modified

sections of the report.

It has been decided not to expend funds in further development of the
Martini design code. However, it is felt that the code might be useful to some
in its current stage of development. For example, requests have been received
from university students for codes that could be used for class Stirling engine
design projects. This fast response code could also be useful to individuals
interested in gaining an understanding of Stirling engines by investigating
sensitivities of designs to various geometrical changes. Of course, the code
could be used as the starting point for development into a design tool for high
performance Stirling engines, if sufficient effort were expended in that

direction.



A copy of the code on 5 and 1/4 in. floppy disk in high density format
can be obtained on request from:

NASA Lewis Research Center
Stirling Technology Branch
Mail Stop 301-2

21000 Brookpark Road
Cleveland, Ohio 44135

Roy Tew
Manager, NASA Contract NAS3-22256
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PREFACE

This manual describes a computer program originally written by
W.R. Martini to simulate a free piston Stirling engine on the IBM PC.
Sverdrup's only contribution to this program and manual has been the following
six changes to the original Martini program and the appropriate changes to the
manual. Portions of the manual that have been rewritten by Sverdrup are marked
bv a vertical bar down the side of the page.

(1) The program has been converted to double precision to increase the
accuracy of the results. Formerly, when using the program on mainframes the
results of power and efficiency often differed from machine to machine (main-
frame results were used for comparisons only). Converting the program to
double precision brought these results into agreement. Appendix E, J, L, and
all sample base cases have been updated to double precision results. Summary
results based on these and other cases have been updated wherever possible.
Appendix F, K, and M are presented with the single precision results also.
The results between versions differ more when the simulated engine is in free
piston mode rather than in specified motion mode but the differences are not
great. The remainder of the appendices and other examples are left with the
results obtained by the single precision version. The increased accuracy
comes at the cost of more computer time. Some free motion optimization cases

have run overnight on an IBM PC-AT.

(2) The input method was replaced by a more friendly routine which con-
sists of two screens and one instruction line for the user. Each screen dis-
plays half of the possible input variables. The user is prompted to choose a
variable by name and then to enter a new value. Screen positioning is handled
by an assembly language routine and only the chosen variable has its displayed
value updated. This method is faster and more flexible than the old. This is
IBM—PC assembler and will not work on other machines.

(3) The former input display is now used as a method of recording values
of input variables on the printed output. This block of variable values,
together with the instructions, would scroll across the screen with each
change to a value. The block of numbers gives the input value together with
an input variable number. Appendix A show each input variable name together
with the number assigned to it. In free piston mode the displacer phase angle
(PHASED), the power piston stroke (PPSTR), and the displacer strike (DSPSTRD
values on the output are not the values input but the values of the variables

at the end of the last case considered.

(4) The capability to optimize the mass of the power piston and the dis-
placer was added.

(5) All executable statements in the graphics subroutines were commented
out. Calls to these subroutines now immediately return to the calling program.
These subroutines were only useful with a particular graphics board which is
not commonly in use. They have been left in the program to assist anyone who
wishes to convert this option to be used on another device.

(6) The 17 original source files have been merged into five files (four
fortran and one assembler) to simplify changing and moving the files.

Dale Hubler
Sverdrup Technology, Inc.
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1.0 SUMMARY

A FORTRAN computer code is described that could be used to design and
optimize a free-displacer, free-piston Stirling engine similar to the RE-1000
engine made by Sunpower. The code contains options for specifying displacer
and power piston motion or for allowing these motions to be calculated by a
force balance. The engine load may be a dashpot, inertial compressor, hydrau-
lic pump or linear alternator. Cycle analysis may be done by isothermal analy-
sis or adiabatic analysis. Adiabatic analysis may be done using the Martini
moving gas node analysis or the Rios second-order Runge-Kutta analysis. Flow
loss and heat loss equations are included. Graphical display of engine motions
and pressures and temperatures are included. Programming for optimizing up to
15 independent dimensions is included.

Sample performance results are shown for both specified and unconstrained
piston motions; these results are shown as generated by each of the two Martini
analyses. Two sample optimization searches are shown using specified piston
motion isothermal analysis. One is for three adjustable inputs and one is for
four. Also, two optimization searches for calculated piston motion are pre-
sented for three and for four adjustable inputs. The effect of leakage is
evaluated. Suggestions for further work are given.

2.0 INTRODUCTION

Since 1966, the author has been involved in Stirling engine development
work and has evolved a method of analysis which has been described in a number
of publications (refs. 1-5). Since 1979, Martini Engineering has developed a
number of additional computer programs that are more sophisticated than the
original isothermal analysis. These involved original methods of taking into
account the adiabatic spaces and the partial adiabatic spaces in a Stirling
engine. Since essentially all this work was done one government contract or
another, there is no proprietary position to protect and the methods of these
calculations are freely disclosed in this report.

First, the engine will be described in some detail and then the computer
programs will be presented by discussing the flow charts which describe the
logic of the main programs and all the subsidiary programs. Next the sample
results of some of the base case calculational options are given, both as the
output printout as well as a photograph of the graphical output display.

Also, the effect of time step size and the time for solution are presented and
discussed. Finally, a program users manual is given and current code status
and suggestions for further work are discussed. A derivation of the Rios equa-
tions and detailed outputs obtained in the time step studies are given in the

appendices.

3.0 ENGINE DESCRIPTION

The computer program described in this report is designed to calculate
the power output and efficiency of a free displacer, free-power piston Stirling
engine similar to the RE-1000 engine built by Sunpower and tested extensively
by NASA Lewis Research Center (refs. 7-8). Figure 3.1 show a perspective draw-
ing of the full engine with load. The engine heater tubes are heated by con-
ducting electricity through the tubes themselves. The engine is loaded by
dash pot and is water cooled. Figure 3.2 shows a more detailed drawing of the
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heater and regenerator and part of the cooler to show how the thermal conduc-
tion paths between the hot part and the cold part of the engine are currently
fabricated.

Figure 3.3 shows some details about the power piston centering ports
which are important to consider in the free-piston analysis. These centering
ports open up only momentarily at the mid-point of the stroke and the pressure
equalization which partially takes place at this time keeps the power piston
near the mid-point of its stroke. Note also that the displacer is sprung to
the case instead of to the power piston as is sometimes done. Figure 3.4
gives more detail about the displacer rod mounting and communication ports.
These communication ports are centering ports and serve the same function for
the displacer as is done for the power piston. These four sketches plus the
tables of information supplied with the contract statement of work were used
to derive the input numbers given in Appendix A. These input numbers give a
full description of the engine as far as the computer is concerned.

One thing that is not clear in the four figures given in this section is
that the gas cooler is made up of a finned section which is cooled from one
side of the fins. We assume that the fin efficiency is 100 percent.

The engine computer program will be described in the next section.
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4.0 COMPUTER PROGRAM DESCRIPTION

Sections 4.0, 4.1, and 4.2 have been extensively rewritten and all other
sections have been changed where appropriate.

The nomenclature for the computer program described in this report is
given in Appendices A to C. In Appendix A the input variables are described
since they will have to be identified by number and the optimization variables,
which are a subset of the input variables, also are identified. The default
value for each of the input variables is also shown. Appendix B gives the
nomenclature used in the program in alphabetical order along with the units
that are used. For a particular variable the units always remain the same.

If the units change the variable name changes also. Appendix C contains a
variable use table. This compliments the nomenclature list given in Appendix B
by identifying the part of the program that the variable is used in. Most var-
jables are in named common so they can be transferred from one subroutine to
another. It was found that with the software available, the named common

saved much more computer space than use of formal parameters, which we origi-
nally tried. This means that sometimes a large common block fis introduced

into a subroutine when only a few members of that block are actually employed
in that subroutine. Nevertheless, it is more economical of computer space

when it is all compiled. Also, the table was very useful in writing the pro-
gram to be certain that all of the variables are defined before they are used
and if they are defined in one part of the program and used in another part
they are being shared. Also, some variables are used iteratively in subrou-
tines, generated in one pass and used during the next. These must be in a com-
mon block. If on each pass they are generated and then used, the variables
need only be local variables and their memory location may be freed when the
subroutine is exited.

In this chapter the logic of the programming will be explained with the
use of flow charts. In most cases the actual equations used are described in
the source code to show what is being calculated. Often the source code is
commented to give the references where the equations come from.

4.1 Main Program (FPSE)

Figure 4.1 shown the main program flowchart. The program starts by
initializing flags. Then the main program calls FPIN, (F1) which will change
any of the input variables the user requests it to. This subroutine is
described in section 4.2. Next, if graphics are called for,! the previous
graphic display is removed from the screen and a frame is drawn to start the
new display. Also, a cycle counter is reinitialized. We are now at label
350. The main program does some more initializing and then calls subroutine
CYCLE (F2) which is the main part of the simulation portion of the program.
The simulation portion calculates works, heats, and losses for the particular

input values as specified.

1A11 graphics subroutines are specifically written to an Orchid board
and have been commented out in the current release of this program to avoid
compiler errors.



Now comes the decision about whether optimization is called for. This is
determined by one of the input values. If optimization is called for the pro-
gram calls PAOPTI which adjusts the power and controls and records the optimi-
zation process. This is explained in Section 4.5. This subroutine first
adjusts the power of the engine so it is very close to the target power and
then searches through up to 15 of the selected input numbers to find the best
values. Once the best values have been selected it is necessary to recalcu-
late the works, heats, and losses for the best ones by going through F2 one
more time. If optimization is not called for, or if optimization is called
for and optimum values have been found then the control passes to 910 and
thence to the subroutine DESOPT which is described in Section 4.4. This prints
out the results of the calculations to the printer. Now comes an operator
decision about whether to do another case. If the operator decides no, the
program stops right there. If the operator decides yes, then it must be tested
whether optimization was engaged in. If it was, certain flags have to be rein-
itialized by starting the program over again and therefore, one cannot go
around and find another optimum through the program. Therefore, if the deci-
sion is made to continue and optimization is not done the subroutine CLEAR is
called, if the graphic option was used, to clear the screen of the last graphic
display and control returns to label 300.

4.2 FPIN Input Subroutine

Figure 4.2 shows the flowchart for subroutine FPIN. This subroutine uses
arrays to store the input variable names, default values, screen coordinates,
and integer flag information. Screen clearing and positioning is handled by
an assembly language routine appropriately named SCREEN. The SCREEN routine
is described in Section 4.2.1. The subroutine FPIN begins by asking the user
if he would like to have the last input case recalled. If the response is no
(N> the default values for the input data set are used to initialize all input
variables. The screen is then cleared and the first 60 of the input variables
and their default values are displayed in three columns on the screen. The
user may select any variable by name and enter a new value. This new value
must be entered as a real value (1.e., with a decimal point) even though the
variable might have an integer value because the new value is read as a real
value and later converted to an integer if required. If the user enters "exit"
as a variable name the program displays the second half of the input variables
as it did the first. If the user enters "exit" on this screen the program
will assign all input values, save these values to diskette on drive B, and
end the subroutine. The user may enter "prior" as a variable on the second
screen if he desires to return to the first screen for additional changes.

Input variable number 45 (NGN) is a special case in the list of input
variables. The program initializes the number of gas nodes at 21 and creates
additional nodes, up to 200, as required during the simulation. The printed
output of input values will display the value of NGN at the end of the run.



4.2.1 Subroutine screen

Description

The screen subroutine is a special purpose subroutine to move the cursor
or clear the screen. It is written in assembly language and uses BIOS inter-
rupt 10H to provide some screen facilities.

Calling Format
CALL SCREEN (ROW,COL,FUNC)

Parameters

Row Integer value containing the row number to which the cursor is to
be moved (1 to 24).

Col Integer value containing the column number to which the cursor is
to be moved (1 to 80).

Func Integer function code. A value of one will clear the screen, any
other value will position the cursor at Row, Col.

Notes

_ Row and Col are not checked for range errors. Any value outside the
appropriate range will give unpredictable results.

- No values passed are modified.
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4.3 CYCLE Subroutine (F2)

Figure 4.3 shows the flow chart for the CYCLE subroutine. The source
code listing is available on floppy diskette (see Foreword). This subroutine
is the heart of the computational procedure. It contains much of the computa-
tional procedure itself plus it calls eight additional subroutines, F21-F28,
for the additional parts of the full computation. The first thing that is
done after the subroutine CYCLE is called is the subroutine CONSTS is called.
This takes the input values and calculates a large number of intermediate val-
ues needed by the rest of the program. These values are placed in INTMED com-
mon, which is common to all the subroutines F2-F28 and is the means of passing
variables from one to the other. In addition, certain first time flags and
accumulators are set at the very beginning which are needed just inside of pro-
gram F2 or CYCLE. Label 700 is the return point after one cycle is calcula-
ted. Then the variables that need to be initialized at the beginning of each
cycle are put in. Label 400 is the return point after each time step cycle is
calculated. Therefore, the loop starting with label 400 is gone through for

each time step.

[t was decided that the first time through this calculation, the program
should go as if the isothermal specified motion case were selected. This
would get the temperatures and motions approximately correct and would be a
good start for the other calculations to finish up on. Therefore, the first
decision is whether this is the first time or whether we are asking for speci-
fied motion or for free motion. If this is the first cycle through the calcu-
lation, the subroutine MOVESP is called which calculates the future position
of the power piston and the displacer and the volumes that would be represented
by this future position based upon specified motion. If free-piston is called
for, then MOVEFR is called which does the same thing, but this is based upon a
force balance of both the power piston and the displacer and is much more

complicated.

After going through one branch or the other, the calculation comes back
together. Based upon the motions that have been calculated, the new bounce
space volumes and pressures for the displacer bounce space as well as the
power piston bounce space are calculated. Next, the program calls subroutine
LEAK which calculates new gas masses in the working gas space and in the dis-
placer bounce space and the power piston bounce space based upon calculated
leakages between these different spaces due to the current pressure difference.

Then for each time step the pressure in the working gas and bounce space
and the position of the power piston are added up so that at the end of the
cycle the average pressure and average power piston position can be calculated.

Next, there is in effect a three way split depending upon whether an iso-
thermal or an adiabatic analysis is desired. If it is an adiabatic analysis,
the further decision must be made as whether to use the Martini moving gas
node analysis or the Rios analysis. 1In all three cases the basic thing that
is calculated for a particular time step is what the next pressure should be.
This is done quite differently in these three different branches.

The calculation then comes back together again and the accumulated work
and heat integrals are found. These have to be added to for each time step so
that at the end of one cycle, we have the line integral of the total volume
versus the pressure to give the basic work output per cycle and the line inte-
gral of the hot volume versus the pressure to give the basic heat input per

cycle.
12
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If graphics are to be used, then at this point the control splits off
to plot segments of seven different line on the screen. This is more fully
explained in figure 5.6 of Section 5. Then for all cases the maximum mass
fractions of the gas in the hot and cold spaces of the engine and the maximum
derivatives of these values are calculated along with the maximum and minimum
pressure. Of course, the final values of these are not known until the cycle
is completed, but this part finds values as it goes along.

One reason for having an end of cycle test is to integrate a pressure-hot
volume curve for exactly one cycle to determine the thermodynamic heat input
for one cycle. Another reason is to integrate a pressure total working gas
volume curve for exactly one cycle to determine the thermodynamic power output.

For specified motion, the end of cycle test is easy because you know
when the cycle will end. You can make it come out to an even number of compu-
tational steps. Also both cycles start and end at the same times.

For free motion you do not know ahead of time when the cycle will end.
It will always actually end between time steps. Even for small time steps,
there is a large error incurred if the end of cycle is not interpolated
between time steps. In the free-motion case, the first cycle is always in
specified motion just to get the parts moving. In the second cycle, the cycle
time for the power piston is usually different than the cycle time for the dis-
placer. As the simulation settles down these two cycle times become the same
again. In between, large errors in calculated heat input can occur if the end
of cycle is determined by when the power piston finishes its cycle. These er-
rors perturb the way the effective hot and cold working gas temperatures are
chosen which feeds back into the pressure-volume curves. These errors, at
best, delay convergence and may prevent it. A more serious problem is the
choice of an end of cycle test. For some test and for some cases encountered
in an optimization search the end of cycle test is never satisfied. The compu-

tation hangs up.

The end of the cycle test that was finally found to work and successfully
complete an optimization search in the free-piston mode uses a separate end of
cycle test for the hot volume and the total volume. At the time the first
flag is set, the initial hot volume and the initial total volume are noted.
The initial total volume is at the point where the centering ports of the
power piston are open. Because of the phase shift, the initial hot volume is
near one end of the displacer stroke. Since this extreme hot volume may never
be calculated again, at the start the hot volume at which the displacer center-
ing ports are fully open is calculated and used as the end of cycle test for
the hot volume. During the first cycle the power piston actually goes through
a full cycle, but the displacer goes through about three-quarters of a cycle.
Using the trapezoid rule, the first heat input integral is estimated. In all
subsequent cycles, the cycle for the displacer, and for the power piston both
start and end at midstroke. The cycle times may be different. The power pis-
ton cycle time is used to compute frequency.

Now, all present values are made past values and all future values are
made present values. In some computer programs large arrays are used so that
full information on engine position, pressure, temperatures and so on for the
full cycle is available at the end of the cycle for use. For each time step
the future values of all these different physical quantities are calculated
from present values and sometimes, particularly in the case of the Rios
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analysis is calculated also from immediate past values. Therefore, for any
time step the present, immediate future and immediate past values are the only
values that are used and therefore, they are the only ones that are retained.
Ouring this part of the program the values are indexed.

After this index, a split is made depending upon whether the end of cycle
has been found or not. If not, control returns to label 400 to begin the next
time step. If it has been found, we go on to correct the work and heat input
integrals for large time increments. This is a correlation developed by
Martini (ref. 1) to correct for the smaller line integral which is realized
when a relatively small number of time steps are used.

After the free-piston mode has settled down there will be different dis-
placer and power piston strokes and a different phase angle than was input.
This program recalculates these.

Next, the subroutine CYCLE calls the subroutine LOSSES which calculates
the flow losses and heat losses for the cycle. After exiting LOSSES, the pro-
gram shows a line in a table which gives the fractional changes in power out-
put and heat input. These can be compared with the convergence criteria in
the heading of the table. The operator can judge whether the solution is con-
verging. Also shown in the table are workout and heat input per cycle, the
ending pressure and the time step in effect.

The next question asked is, is this the first cycle. If it is, the first
cycle flag is changed so it no longer shows the first cycle and the cycle
starts over again.

Finally comes the convergence test. As each new value of the heat input
and power output integral is determined, the absolute value of the fractional
change between the new one and past one is calculated. To pass the conver-
gence test, both these changes must be less than the convergence criteria
which is input for two successive times. 1In addition, at least four cycles

must be gone through.

If the convergence test is not met, control passes back to label 700 for
another cycle. On the way, the time step is halved after the 10th, 20th and
30th cycle. Experience has shown that when the solution is not converging,
reducing the time step helps convergence happen.

If the convergence test is met, warnings are printed out if either the
displacer or the power piston hit the end stops. Control then returns to the

main program.

4.3.1 CONSTS subroutine (F21). - Figure 4.4 shows the flow chart for sub-
routine CONSTS. The full source code listing is available per the Foreword.
In general, F21 takes the input numbers and from these generates a large
number of constants that are used throughout the rest of the subroutine
CYCLE. This flow chart enumerates the general headings of these constants and
more specific headings are in the source code. After calculating all these
constants 1t calculates the time step in one of two ways whether specified
motion or free motion is being called for. It infitializes the elapsed time
counter. If inertial pump is called for, the initial pressures for this pump
are calculated. Finally, for the Martini integration method it calculates the
initial gas node properties and then returns to subroutine F2.
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FIGURE 4.4, - FLOW CHART FOR SUBROUTINE CONSTS (F21).
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4.3.2 Specified motion subroutine (F22). - The flow chart for the speci-
fied motion subroutine MOVESP (F22), is given in figure 4.5. The full source
code for this subroutine is available on diskette. Entering this subroutine,
the first decision is whether this is the first time step or not. If it is,
it initializes the first positions and the first volumes and starts the search
for the maximum and the minimum volumes. Then it proceeds on as it does for
all other times to index the elapsed time, find the new positions and volumes
based upon the formula which is determined by the amount of elapsed time, and
searches for the maximum and minimum hot and cold volumes. It then returns to

subroutine F2.

4.3.3 Calculated motion subroutine (F23). - The flow chart for this sub-
routine is shown in figure 4.6. The source code is available on diskette.
When this subroutine is called, the first decision is if this is the first
time step. If it is, then the search for the maximum and minimum hot and cold
volumes is initialized with values that are bound to change. Then the elapsed
time is indexed. Next the force balance for the displacer is calculated. The
same is true of the power piston, but this is more complicated because the
power piston has attached to it one of four different loads. These loads
determine one of tne forces that are part of the force balance. The load force
must be calculated. The power piston force balance is then calculated. In
consistent units the time derivative of velocity is equal to the ratio of the
net force acting on a body divided by its mass. There are two bodies, the dis-
placer and the power piston. The Adams method is used for integration for
better computational stability. This method uses the current ratio plus the
last three ratios. These ratios are indexed along. Then the current force
per mass ratios are calculated. If this is the start of the second cycle
these past ratios do not exist. Therefore, the past ratios are made equal to
the current ratio. HWhen this is done the Adams method reduces to the Euler

method.

Under some circumstances the use of the Adams method still resulted in
computational instability. It was found that because of the lightness of the
displacer, this was where the instability started. We found that for a number
of time steps before instability could be noticed in the calculated displacer
pecsition, the force per mass ratios were alternating in sign with rapidly
increasing magnitude. It was found that as soon as this was detected, the
instability could be quelled by reducing the time step. After the time step
is reduced the Adams method is not strictly correct for four time steps. How-
ever, it was found that computational stability was restored.

The Adams method determines the velocity at the end of the next time
step. The position of the part at the end of the next time Step is calculatey

from the average velocity for the time step.

Next the new positions are tested to see of they exceed the mechanical
stops in the machine. If they do, they are bounced back with a specified
bounce coefficient. Then the search for the maximum and minimum hot and cold
volumes is done for each time step during the cycle. Finally, the future
pressure inside the pumping chambers of the inertial pump is calculated, if
inertial pump is called for, and the program return back to subroutine F2.

4.3.4 LEAK subroutine (F24). - The flow chart for subroutine LEAK is shown
in figure 4.7. The source code is available on diskette. The first thing
this subroutine does is to calculate the leakage for the pressure differences
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currently in effect for the displacer rod seal and the power piston seal and
for the displacer centering port and the power piston centering port. Ffor
these last two leakages, the program deals with five cases. Case 0 is when
the centering port is not open at all. Case 1 is when the centering port
opens and closes during the time step. Case 2 is when the centering port
opens during the time step. Case 3 is when the centering port close during
the time step. Case 4 is when the centering port stays open during the time
step. All these five cases are needed to determine how long the centering
port is open during the time step. This is used along with the flow coeffi-
cient and the pressure difference to determine the leakage for the time step.
It should be mentioned here that the flow coefficient which is calculated in
subroutine F21 is first calculated for the dimensions given in the input num-
bers and then is adjusted by input number 40 which is the experience factor
for the centering ports. The value of 10 now used in Appendix A means that
the flow resistance employed is ten times greater than that which was calcula-
ted. During the development of the program we tried using the flow resistance
as calculated and found that it really disturbed the operation of the engine.
There are probably some inertial effects that come into play when the port is
open for such a short time. It really should be taken into account in a very
detailed evaluation of this procedure. However, since the size and shape of
these ports probably have been derived by experience, this experience factor
is a good way of taking it into account.

Once these leakages are determined, the change in inventory of the work-
ing gas, displacer bounce space and power piston bounce space are determined.
In order to fit with the rest of the program the inventories are expressed in
MR units, that is the mass of gas in gram moles times the gas constant. The
units of these so-called masses are joules per degree Kelvin. Next there is
some branching depending upon whether the isothermal or adiabatic calculational
mode is used and whether the Martini or Rios method of integration is used. In
the isothermal analysis, the change in the gas inventory governs. However, in
Martini and the Rios integration method the pressures are important in the con-
tinuing integration process. So these have to be changed because of the change
in the gas inventory. Also, the mass change that comes out of the cold space
are the last gas nodes and this, of course, has to be changed. Finally, in the
Martini analysis the change in gas inventory expands or contracts all gas nodes
which has an effect on their temperature. For all cases after label 400 the
new pressure in the displacer bounce space and power piston bounce space needs
to be computed because of leakage. Finally, the control returns back to sub-

routine F2.

4.3.5 Pressure calculation by using isothermal analysis (F25). - Isother-
mal analysis is performed by subroutine PHISQ (F25). The flow chart for this
subroutine is given in figure 4.8 and the source code is available on diskette.
You will note from examination of figure 4.3 that at this point in the calcula-
tion there are three branches. This is the first of the branches that will be
discussed. There are only nine executable statements in this branch, but the
other two branches are much more extensive. No matter which branch is gone
through, the result is the same, that is the calculation of the next or future
pressure for the time step. In this case the future pressure is calculated by
the isothermal assumption which is based upon the future mass, volumes and
effective temperatures. This is a single simple equation. If the Rios inte-
gration method is used, the future hot space and cold space and working gas
inventories need to be calculated so that at the beginning of the second cycle
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when the Rios integration method begins to be used, there are future, present
and past hot and cold gas inventories which are needed in the Rios analysis.
Also, another embellishment was needed in order to keep from calculating an
unrealistically high flow rate. At the end of each cycle there is an adjust-
ment of the effective hot and cold space gas temperature which then are
effective for the next cycle. At the first of the iteration procedure this
adjustment can be quite drastic and since in the isothermal analysis the pres-
sure depends upon these temperatures as well as upon the gas inventory, the
present and future gas pressures would not go together. Therefore, at the
beginning of the cycle the present pressure is recalculated based upon the new
effective hot and cold space gas temperatures which have just been recalcu-
lated. This is the reason for the last part of the flow chart. It solved the
problem of making the graphical display look reasonable, and solved the prob-
lem of giving a realistic maximum flow rate for the cycle.

As in previous subroutines of this series, control then returns back to
subroutine F2.

4.3.6 Pressure calculation by moving gas node analysis (F26). - The flow
chart for this subroutine which is called PHMART is given in figure 4.9. The
source code listing is available on diskette. This subroutine adapts the
Martini version of the moving gas node analysis to this particular application.
It does not use it to its full potential since it is used only to predict the
next pressure. It does not take advantage of its ability to calculate heat
inputs and outputs for the different parts of the machine. In subroutine F21
the working gas space of the engine was divided into 22 different nodes. There
are five nodes in the appendix gap space, one node in hot space, five nodes in
the heater, five nodes in the regenerator, five nodes in the cooler and one
node in the cold space. To get things started each node is given a volume and
a temperature. Based upon this volume and temperature, it is given mass. The
total working gas mass is then added up and the total of number nodes fis added
up. As the process continues the number of nodes changes, but can never exceed
200 with the present programming. A check is made to see if any mass is lost
during the calculation and it never is. However, between one time step and
the next, working gas mass is lost due to leakage as determined by the subrou-
tine LEAK (F24). Starting with the first time step of the second cycle and in
each time step thereafter, a ten step process is gone through to compute what

the next pressure should be.

In Step 1, based upon total working gas volume change, the new common
pressure and new temperatures for each gas node are determined. These new
temperatures and the common pressure are determined based upon an adiabatic
process. This change in the total volume plus the change in the displacer
position causes the positions of these original gas nodes to change relative
to the engine itself. Note that the nodes are not tied to the engine, but rep-
resent a string of packets of gas that fill the engine working gas space.

In Step 2 the present boundaries between these different packets are
determined as measured in volumes from the root of the appendix gap in the hot
end of the engine.

In Step 3 the gas nodes are redefined. If a gas node straddles the bound-
ary between the appendix gap and the hot space, the gas node is split into two
parts. The part in the hot space is combined with the node already in the hot
space and the part in the appendix gap is redefined with a smaller volume and
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FIGURE 4.9. - FLOW CHART FOR SUBROUTINE PHMART (F26).

24



a smaller mass. This same splitting process takes place between the hot space
and the heater and between the cooler and the cold space. At the end of step
3 there are a number of nodes in the appendix gap, one node in the hot space,
a number of nodes in the heater, regenerator and cooler, and one node in the
cold space.

In Step 4 the second gas masses are made the first gas masses and the sec-
ond gas temperature is made the first gas temperature and the second gas vol-
umes are made the first gas volumes for all nodes. In addition, very small
nodes are combined together so that they can be properly calculated. At this
point there is an error trap to determine if there are too many nodes. One
too many nodes causes the calculation to go crazy.

In Step 5 each gas node is assumed to be stationary and no gas is allowed
to move from one node to the next. During the space of time of one time step
heat transfer is allowed to happen consistent with the area available for heat
transfer and the heat transfer coefficient that applies for that node. A run-
ning total is kept of the net heat transfer to or from each part of the engine
and the net heat transfer to or from all the gas nodes together. This is
powerful information, but it is not used in this calculation because it is
incompatible with the rest of the computer program. During this step the
regenerator metal nodes are allowed to float. That is, if the temperature of
the gas is found to be higher than the temperature of the matrix surrounding
it, the temperature of the gas drops and the temperature of the matrix rises,
and the amount of heat transfer is recorded. At the end of step 5 each gas
node has a different pressure as well as a different temperature.

In Step 6 the temperature of the metal nodes is adjusted to allow for con-
duction of heat transfer through the matrix. This process must take place at
the same time as the heat transfer to or from the gas so that the node tempera-
tures will remain realistic.

In Step 7 we need to normalize the fictitious condition set up by Step 5.
That is, each gas node which has been constrained fictitiously to remain at the
same volume when the temperatures change and therefore, attain a different
pressure, must be allowed to expand or contract so that all gas nodes will end
with a common pressure. In Step 5 we calculated the temperature changes. In
Step 7 we determine what these pressures are. In Step 8 we perform a pressure
equilibration which is simply the solving of one algebraic equation to
determine what the pressure would be if each gas node is alliowed to expand or
contract adiabatically to a single common pressure. This common pressure is
the future pressure for the time step.

In Step 9 we adjust the nodal gas temperatures due to the fact that each
node either expanded or contracted adiabatically and therefore, changed its
gas temperature appropriately. These then are taken into account.

In Step 10 the hot and cold space gas temperatures are identified, since
these are needed later on to calculate some of the losses. These temperatures
vary widely during the cycle because of the adiabatic character of the analy-
sis. However, they are only used at the end of each cycle for loss calcula-
tions as has been mentioned. The loss calculations should really use the
information available in this nodal analysis. But since this would be incom-
patible with the other methods of calculation, it was not done at this time.

After this ten step process the control passes back to subroutine F2.
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4.3.7 Pressure calculation by Rios adiabatic analysis (F27). - The flow
chart for this subroutine is given in figure 4.10. The source code for this
part of the program is available on diskette. The analysis upon which this
program is based was first published by P.A. Rios in 1969 (ref. 6). The equa-
tions were derived in dimensionless form for a crank operated cooling machine.
The program listing in the thesis was illegible, but thanks to the cooperation
of Professor Joseph L. Smith of MIT, the author was able to receive a listing
of the program and transposed this program for a crank operated heat engine,
1ike the General Motors 4L23 machine. This program was published in the second
edition of the Stirling Engine Design Manual (ref. 4). In appendix D of this
report the Rios equations have been rederived in a dimensional form which is
compatible with the rest of the free-piston Stirling engine program.

According to the flow chart in figure 4.10 at the first of each cycle
the choice matrix is defined and constants are calculated which are good for
the entire cycle. The choice matrix is simply a programming device for commu-
nicating which one of the four paths or cases should be followed through the
program. The cases are: (1) mass increasing in both hot and cold spaces;
(2) mass decreasing in both hot and cold spaces; (3) mass decreasing in cold
space and increasing in hot space; (4) mass increasing in cold space and
decreasing in hot space. Some are good for the entire calculation and could
have also been calculated in subroutine F21 and transposed over here in a com-
mon statement. However, since they are calculated only once each cycle and
since the Rios computation requires 360 time steps per cycle to be stable, the
time involved is negligible.

Once the initial calculations are out of the way, the program branches
into four parts depending upon the case number that is in effect. During the
cycle all four cases are used. It does not matter particularly which case you
start with, because after each time step the case required for the next time
step is determined. Therefore, it quickly gets into the right case. Each
case uses a different set of equations to calculate the pressure and the mass
change in both the hot and cold part of the machine.

After going through one of these four paths, it comes back together at
label 300 and calculates the mass change in both the hot and cold spaces.
Based upon this, it goes through a choice matrix calculation to determine the
case number which is used in the next time step. This program accumulates a
number of arrays that are used for the Rios loss equations. After accumulat-
ing these arrays as much as can be done for one time step, it returns control

to program F2.

4.3.8 Calculation of losses (F28). - The flow chart for subroutine LOSSES
(F28) is given in figure 4.11. The source code for this program is available
on diskette. The first thing that happens when we enter this subroutine is to
index the cycle number. Then we save the last basic heat input and power out-
put and calculate the next basic heat input and power output. Then if we are
doing the adiabatic moving gas node analysis, we set the fractional change of
the basic power and the fractional change to the basic heat as the convergence
criteria. Note that this is not the convergence criteria that is currently
used. It is available for possible future use. Otherwise, we go on and calcu-
late the convergence criteria later. Next we determine the effective
flow rates and the fraction of the time that these flow rates act by evaluation
of numbers that are calculated as part of F2 during the cycle. Subroutine
LOSSES is only entered into after the cycle is over and when the losses for the
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FIGURE 4.11. - FLOW CHART FOR SUBROUTINE LOSSES (F28).
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cycle are going to be calculated. Now we determine whether the Rios loss equa-
tions are to be used. If the inputs specify that they should be used, they
will not be used on the first cycle because the Rios integration method is not
used on the first cycle. If it is after first cycle, the Rios loss equations
can only be used if the Rios integration method is also used to supply informa-
tion. Therefore, once this is sorted out, there are two main paths through

the subroutine, one for the Martini loss equations and one for the Rios loss
equations. MWe will discuss the Martini loss equations first and then the Rios

loss equations.

In the Martini loss equations the effective flow rates and cycle times
that were calculated in the first part of the subroutine are now used to deter-
mined the flow losses or windage losses for the regenerator, heater and cooler.
These use standard engineering flow friction equations and are similar to those
used in the Stirling Engine Design Manuals (ref. 3 and 4). All of these corre-
lations have been carefully reevaluated to eliminate any discontinuities.

Next from these three windage losses plus the area for the displacer a retard-
ing force coefficient is calculated to be used in the free-piston analysis
part of the program. It need only be calculated if the free-piston analysis
part is invoked, but it is calculated every time. Since this happens only
once each cycle, it is not very serious in terms of calculation time.

Next, if the moving gas node analysis is used, no adiabatic correction
is needed. Otherwise, the adiabatic correction for the power output and heat
input is calculated by a two-dimensional interpolation of the table as
explained in references 1 and 2. Control comes back together at label 600.
The indicated power is computed, which is the basic power less all the flow

losses.

The next four heat losses, the reheat loss, the temperature swing loss,
the pumping loss and the shuttle loss, are all calculated in the standard man-
ner using essentially the same equations as have been used in earlier publica-
tions. Subroutine STATIC is called for all the static heat losses which are
the same on both the Rios leg and the Martini leg of the program.

Therefore, from the basic heat requirement plus all the heat losses and
the static heat losses, the heat demands and the cooler heat load can be calcu-
lated. These are needed in order to determine what temperature offset there is
between the heater temperature and the effective hot space temperature and
between the effective cold space temperature and the cooler temperature. Also,
at this point the heat transfer coefficients for the heater and cooler are cal-
culated. These are used both to calculated the temperature offsets and to be

used in the moving gas node analysis.

Now if the moving gas node analysis is used, a section of the program is
skipped. OQtherwise, the new effective cold space and hot space temperatures
are calculated based upon the heater and cooler demand, the heater and cooler
heat transfer coefficient and the heat transfer areas that are calculated
earlier in subroutine F21. This now finishes the Martini loss equations side.

In the Rios loss equation side starting with label 450, the Rios method
for computing the losses starts out with some flow integrals. This interpreta-
tion of what was actually calculated by Rios is based upon a careful reading of
this thesis and an evaluation of what was done in the second edition of the
Stirling Engine Design Manual. Based upon these flow integrals the cold
exchanger, the hot exchanger and regenerator flow losses are computed. The
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effective heater and effective cooler gas temperatures are computed and the
reheat, shuttle and pumping losses are computed in a different way and was
done on the Martini analysis even though the names are the same. Based upon
this the basic power and indicated power are calculated in the Rios method and
then the static heat losses are calculated by calling the same subroutine as
before. In the Rios analysis the effective hot space and cold space tempera-
ture now refer to the temperature in the heater and cooler only. The Rios
analysis does not calculate a temperature for the hot space and the cold
space, but assumes that this is an adiabatic region. The procedure does not
require calculating this temperature.

Now for both Rios and Martini loss equations the effective hot and cold
space temperatures are calculated in degrees centigrade for use in the output
program. Then if graphics are called for, a plot is made on the screen of
the current and past effective hot and cold spaces temperatures. These plots
are useful in that they give an indication of how the solution is converging.
Moving gas node analysis does not use these effective temperatures and does
not, therefore, render them into degrees centigrade and does not require to
have them displayed on the screen. All this is skipped and comes back
together at label 610. Finally, we need to determine the calculated engine
speed and the time steps per cycle which are needed for the output and are
placed in the output common block. After this, the program returns to subrou-

tine F2.

Figure 4.12 shows the flow chart for subroutine STATIC. It is a straight
forward subroutine which calculates the static heat losses in the standard way
that is found in any engineering test. Many of these are made to depend upon
the effective hot and cold space temperature which in the case of the moving
gas node analysis is the hot and cold space temperature at the end of the
cycle. Possibly in reevaluation some of these loss terms should be calculated
based upon metal temperatures instead.

This marks the end of the explanation of the analysis part of the program.
Now we move on to the reporting and the optimization of the program.
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FIGURE 4.12. - FLOW CHART FOR SUBROUTINE STATIC.
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4.4 Data Output Subroutine (F3)

Figure 4.13 shows the flow chart for the data output subroutine DESOPT
(F3). The source code for this part of the program is available on diskette.
As the program is presently designed first all input variable values are
printed and then all the outputs to the printer get a final record.

If optimization is called for, the program writes how many cases were
tried to find the optimum. It also writes the total input cases which are
more because each case must be adjusted to have approximately the target power
specified. For the way it is now programmed, the number of input cases is
twice the number of variable combinations searched plus one. Next the total
number of cycles gone through to find the optimum is given and the number of
cycles needed to attain convergence for the last case.

If optimization is not called for, the program simply prints the number
of cycles to convergence.

In either case it shows the convergence criteria used. Then it writes a
run number and the name of the engine which is the RE-1000. Then depending
upon the type of motion it writes specified motion or writes free-piston mo-
tion and shows what type of load and load parameters are used. The next thing
is a decision on analysis, either isothermal or adiabatic. If it is isother-
mal, it writes isothermal analysis with corrections. If it is adiabatic, it
then determines whether it uses the Martini integration method or the Rios
adiabatic analysis and says which one has been used. Then another decision is
the loss equations whether the Martini loss equations or the Rios loss equa-
tions and it shows which one of those are used. Finally, if the optimizing is
called for, it shows the order in which the optimizing is done and the final
optimized values. If it is not called for, it says the solution was not opti-
mized. Then it prints out the current operating conditions and the power out-
puts and heat inputs and returns to the main program.

4.5 Optimization Subroutine (F4)

Figure 4.14 gives the flow chart for the subroutine PAOPTI (F4) which
adjusts the power and optimizes after the power is adjusted. The source code
for this part of the program is available on diskette. It was found that the
indicated power output is almost exactly proportional to the working gas pres-
sure. It was also found that the efficiency is usually a very weak function
of pressure. Therefore, in order to speed the search for the optimum, we
allowed just two trials for each variable combination. The first trial uses
the charge pressure from the last test. The second trial uses a charge pres-
sure calculated assuming the power is directly proportional to pressure.

This subroutine is very simple. It simply asks if the power has been
adjusted. If it has not, control goes to F41 for adjustment. If it has, the
power adjust flag is reset and control passes to F42 to record and control the

optimization process.

4.5.1 Power adjustment subroutine (F41). - Figure 4.15 gives the flow
chart for this subroutine. A diskette gives the source code. To start with
the decision is made based upon input information how the power is to be
adjusted. It can be adjusted by either changing the pressure or changing the
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FIGURE 4.13. - FLOW CHART FOR SUBROUTINE DESOPT (F3).
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engine diameter. If it is to be changed by the engine diameter, the engine
diameter is changed as though the power is proportional to the square of the
diameter. If it is changed by the charge pressure, the charge pressure is
changed as though the power is proportional to the engine charge pressure.

Control then comes back to label 300. The power adjust flag is set and
control passes back to F4.

One of the aspects of this calculation procedure that was not realized
fully at first is that the calculation can be repeatable and that for each
pressure the power output and heat input can appear to be converging very
well. But, a graph of power output versus charge pressure can still be quite
irregular -- so can the efficiency-pressure curve. Only when a combination of
time step size and convergence criteria can be found that will result in regu-
lar curves can a optimization search can be undertaken with confidence.

4.5.2 Optimization recording and controlling subroutine (F42). -

Figure 4.16 shows the flow chart of this subroutine. The source code
listing can obtained on diskette. On entering this subroutine the first thing
that is done is calculate an engine efficiency and index the trial counter.
Then the question is asked, is this the first time this subroutine has been
entered. If the answer is yes, there are a great number of things that need
to be done to set up this subroutine for further use. The first thing is to
reset the first time flag so that we will never do this again without starting
the program all over. There are 21 input values identified in appendix A as
also optimizable values and given an optimization number which goes from one
to 21. The way the program is set up now only these 21 values can be adjusted
in an optimization routine. As many as 15 of these variables can be adjusted
at one time. Some of these variables are real numbers and some are integers.
They are transposed into a trial array which is a real number array 21 places
long. Then the table heading is displayed and the best choice and best effi-
ciency variables are initialized. Also, the short cut flag is initialized to
no short cut. All the elements of a choice matrix are set to one. Then the
first line of the data is printed. This is the base case that the optimizing
program started with. Then the maximum choice number is calculated which is
three raised to the power of the number of choices that are going to be consid-
ered. For instance, if three choices are being considered, it is three to the
third, or 27; if four, it's three to the fourth or 81. Finally, the current
trial array is also saved as an original trial array. The original trial array
is sometimes called the base case.

Basically, the program tests all combinations of the adjustable variables
around the base case either greater of less than in all combinations. For
instance, table 4.1 shows the progression of choice matrices used if there are
three adjustable inputs and number 13 is the first choice, number 15 is the
second choice, and number 14 is the third choice. The first row in table 4.1
is the base case choice matrix. Note that all the values are 1.0. For this
particular case, all the choice matrix numbers except 13, 14, and 15 are
always one. The program is set up so that any of the 19 adjustable values can
be chosen in any order up to a total of 15. Note that the second row in
table 4.1 gives the second choice matrix. It is all 1.0 except for number 13.
The third choice matrix is all 1.0 except for number 13 which is 0.9 Note that
as the program applies this choice matrix to the 21 adjustable inputs, it sys-
tematically tests the three that in this case were chosen for adjustment both
10 percent higher and 10 percent lower in all possible combinations.
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FIGURE 4.16. - FLOW CHART FOR SUBROUTINE OPTRAC (Fu1).
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Since each one of these trials have very close to the same power output,
the question is, which one has the best efficiency. All combinations are
tried and the best efficiency combination is noted. This best efficiency com-
bination is now made the original trial array and a short cut flag is set so
that the choice matrix which was found to be best defines a particular direc-
tion of motion from the base case to the optimum. This direction is used as
many times as it will produce better efficiency. Then the program goes back
to a normal search through all possible choices. An optimum is found when the
subroutine has gone through all possible choices and has found that the best
one is still the first one, that is, no change. Now with this as a general
discussion we will then go back to talking through the flow chart.

If this is not the first time through the program, the control goes to
label 200 and the question that is asked is, "Is the short cut flag set?" If
it is, it means that the case that has just been calculated and adjusted for
the right power output will be displayed with the choice number being the last
choice number. If the short cut flag is not set, the display of the last cal-
culated results would be shown with the current choice matrix number. If the
short cut flag is set, the question is asked at label 221, "Is efficiency bet-
ter than the Tast best efficiency?" If it is, we are on the short cut path
and we make the original trial array values to be the current trial array val-
ues and make the best efficiency be the current efficiency and go on to label
350. MWe also save the charge pressure to use for the last calculation in case
this should turn out to be the optimum choice.

If the short cut flag is set, but the efficiency is not better than the
last best, then going to label 230, we start the search over by setting the
current choice number and the best choice number to one and reset the short

cut flag and go to label 310.

If the short cut flag is not set, then after displaying the results the
question is asked again "Is efficiency better that the last best?" If it is,
we make the best efficiency be the current efficiency and the best choice
number be the current choice number and save the charge pressure and go on to
label 300, which is where the control comes in if this is the first time
through the program. At this point the question is asked "Has the maximum
choice number been reached?" If the answer is no, control passes to label 310
and the choice number is indexed to the next choice number. The subroutine
CHOICE is called to find the next choice matrix based upon this choice number
and other input values such as the number of optimization values that are being
chosen and what order these optimizable values are being tested. Figure 4.19
gives the flow chart for this subroutine. Control then passes to label 350.

However, if the maximum choice number has been reached, control passes to
label 320 and the question is asked "Is the best choice number the number one
choice number?" If it is, this is an indication that the optimum value has
been found and the optimum flag is set and control passes to label 500.

From label 350 we have a choice matrix that is in effect. Either it is
the short cut choice matrix or the choice matrix that has just been calculated
and we need to multiply this choice matrix by the original trial array to get
the next current trial array to go back into the design program. This is done
and control passes to label 500.
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If the maximum choice number has been reached, but the choice number
with the best efficiency is not the number one choice number, we must recalcu-
late the choice matrix for the trial number which has been saved to indicate
which of all the many choice matrices that were calculated creates the best
efficiency when applied to the original trial array. This choice matrix is
recreated by calling subroutine CHOICE. Once this choice matrix has been
recalculated, the original trial array is changed to be the best current trial
array from the last series and the short cut flag is set to determine the way
the control passes in the next time through this program. Control then moves

to label 500.

At label 500, the question is asked "Has the optimum been found?" If it
is, the original trial array is transposed into the input common variables
that they come from and the saved charge pressure is transposed into the input
charge pressure and the program returns. If the optimum is not found, the cur-
rent trial array is transposed into the input common variable that they come
from. However, some of them will have been changed from the original transpo-
sition at the beginning of this subroutine. After either one of these transpo-
sitions the control is passed back into the subroutine F4.

Figure 4.17 shows the flow chart for subroutine CHOICE. Subroutine
CHOICE is called at two different points in the OPTRAC (F42) subroutine. This
subroutine is designed to change the choice matrix which is 19 columns long,
as shown in table 4.1, to an array depending upon what optimization number are
chosen, how many are chosen and the percent change used in the optimization
search. For the base case given in appendix A, the first optimization number
to be searched is 13, followed by 15 and 14. These are to be changed by 10
percent. Table 4.1 shows the choice matrix values for these 27 choices.

Note that the choice matrix column one to column 12 is one and from 16 to 19
is one at all times. The only changes, of course, are 13, 14, and 15. This
periodic relationship between the choice number and the choice matrix values
is calculated in subroutine CHOICE which then calls the subroutine ADJST. For
the base case subroutine CHOICE calls ADJST just times and then returns. It
may call it up to 15 times and till work properly.

Figure 4.18 shows the flow chart for subroutine ADJST. The first time
ADJST is called, J = 1 and it returns the value for CHMTX (ref. 13). The sec-
ond time ADJST is called J = 2 and it returns for CHMTX (ref. 15). The third
time ADJST is called J = 3 and it returns values for CHMTX (ref. 14). This
subroutine has been checked and does produce the periodic values given in
table 4.1. It is expandable to give any number desired. For a large number
of adjustable inputs, it would be impossible to store the choice matrices pre-
calculated in the computer. It is necessary to calculate them each time they

are used.
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5.0 SAMPLE RESULTS

It was found by experience that time step size was all important, particu-
larly when the calculated motion options were being exercised. It was found
that solutions could be rapidly convergent but still give erroneous results. A
number of trials were done which showed that only when the time steps were
small enough did the effect of pressure on the solution make reasonable sense.
Therefore, the effect of time step size and convergence criteria on the solu-
tion will be presented first. Next, the results of sample base cases will be
given. Finally, the results of optimization searches will be presented.

5.1 Effect of Time Step and Convergence Criteria

Two separated investigations were made into the effect of time step and
convergence criteria on the results. The first used isothermal analysis
with corrections and employed a linear alternator with a load constant of
0.040 N/(cm/sec)2. The second employed the Martini moving gas node analysis
(adiabatic analysis) and employed a linear alternator with a load constant
of 0.02 N/(cm/sec)?.

5.1.1 Isothermal analysis. - To review, two solution parameters affect the
answers that are obtained for a given case, one is the convergence criteria and
the other is the time step.

The convergence criteria is the fraction that both the heat input and the
power output integral changes from one cycle to the next. For the convergence
criteria to be satisfied, this change for both the heat input and the power
output integral must be less than the convergence criteria for two successive

cycles.

The time step is simply the time interval used to calculate the solution.
The smaller the time interval, up to a point, the more accurate the solution
and also the more time consuming the calculation becomes.

It was observed that the convergence criteria and the time step were
related. A large time step caused considerable variability from one time step
to the next. Therefore, a tight convergence criteria would never be met except

by accident.

5.1.1.1 Effect of convergence criteria: Table 5.1 summarizes the results
of a series of calculations to determine the best convergence criteria. The
full computer output is given in appendix E. These results are from the double
precision version. The series was all run at 66 Bar pressure and an initial
time step of 0.1 msec, which resulted in 415 time steps per cycle. Note that
as the convergence criteria get tighter the cycles to solution get longer.
However, the frequency of operation is not changed, and the indicated effi-
ciency is hardly changed. The only change of note is in the indicated power.
However, in order to save computer time, a convergence criteria of 0.005 was
picked in order to get good accuracy with reasonable calculation time.

5.1.1.2 Interaction of Convergence Criteria and Time Step: Table 5.2

shows how the time step and the convergence criteria relate to number of cycles
it takes to convergence. Note that at even the smallest time step tested it
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Convergence
criteria

0.001
0.005
0.002
0.001
0.0005

TABLE 5.1
EFFECT OF CONVERGENCE CRITERIA

SUNPOWER RE-1000 ENGINE FREE MOTION -

LINEAR ALTERNATOR
Load Constant = 0.040 N/(cm/sec)2

Isothermal Analysis
66 Bar Charge Pressure
0.1 msec time step
(See Appendix E for full output)

Cycles to Indicated Indlcated Calc.
Solution Power, W Efficiency, % freq., Hz
10 719.05 28.14 24.08
13 728.0 28 27 24.07
23 744 .5 28.43 24.07
30 750.44 28.48 24.06
39 754.90 28.54 24.06

Table S.2

RELATIONSHIP BETWEEN CONVERGENCE CRITERIA AND TIME STEP

Comvergerice
Criteris

0.01
0.003
0.002
0.001
0.0005
0.0002

(1) Various

Cycles to convergence at time step of!
0.1 msec 0.2 msec 0.5 msec 1.0 msec

11
12-13(3) 11-13(¢1) 12-39(2) npo conv.,
23
33
41
no conv,

charge pressures (See Appendix W)

(2) Variouws charge pressures (See Appendi: X)
(3) Various charge pressures (See Appendix Y)
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is possible to set the convergence criteria so tight that the criteria would
never be satisfied. This indicates the variability gets smaller from cycle to
cycle as the calculation progresses but there is an inherent variability that
remains which is reduced only by reducing the size of the time step.

Going the other direction in table 5.2 at a convergence criteria of 0.005
there is a time step, in this case 1.0 msec, in which the inherent variability
was so large from cycle to cycle that there was practically no chance that the
convergence criteria would be satisfied. In this case, the heat input integral
was calculated for 167 cycles. After the first 10 cycles, there was no
noticeable convergence. The change in power output integral was roughly
cycling from 0.000 to 0.036. The change in heat input varying randomly from
0.050 to 0.170. Therefore, there was no way for two successive changes in
these two integrals to be less than 0.00S.

Table 5.2 shows that the cases calculated at a convergence criteria of
0.005 showed a larger variability in the number of cycles to convergence. As
the time step increased, the maximum number of cycles increased but the minimum
remained nearly the same. This indicates again the chance nature of satisfying
the convergence criteria. The full printout for the cases that are summarized
in table 5.2 are included in appendices W, X and Y. They were calculated to
determine how the power output and efficiency change with charge pressure.

Table 5.3 summarizes how the calculated power output and efficiency varies
with charge pressure over a wide range. Appendix W gives the full computer
printout. It is surprising that the same engine works over such a wide range
of charge pressures. Table 5.3 was done for a time step of 0.2 msec.

Table 5.4 was done for the same case and for a limited range of pressures
only with 0.5 msec as the time step.

Table 5.5 was also done for the same case and for a limited range of pres-
sures only with 0.1 msec as the time step.

Figure 5.1 graphs the information given in table 5.3 over the full range.
Note that the calculated power is very nearly proportional to charge pressure,
especially in the range of normal operating pressure. Also, note that the
efficiency in the normal operating range of 60 to 70 bar is not a strong func-
tion of frequency. Therefore, it was concluded that in choosing between
engine designs to find the optimum one need not find the exact pressure that
will give the target power in order to choose between competing designs on the
basis of efficiency.

Figure 5.2 compares tables 5.3, 5.4 and 5.5 over a limited pressure range
of 66 to 72 bar and on an expanded scale so that the difference between the
results can be noted more clearly. Note that as expected, the 0.1 msec time
step gave the most regular results but they were not perfect. The 0.2 msec
time step was not quite as good but still acceptable. The 0.5 msec time step
gave results that can be quite misleading. Also note, as was observed in
table 5.1, that the frequency is easiest to calculated correctly, next comes
efficiency, and finally, the most difficult, indicated power.
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5.1.2 Adiabatic analysis. - The adiabatic analysis available in the pro-
gram is the Martini moving gas node analysis. This analysis predicts the next
pressure without making adjustments in the effective constant hot space and
cold space gas temperatures at the end of each cycle. Therefore, progress
toward convergence is smoother. Therefore, it was felt that a longer time
step of 1 msec would be satisfactory. At this time step and a convergence
criteria of 0.005, the allowable number of gas nodes of 200 was exceeded after
19 cycles. Therefore, the series was done at a convergence criteria of 0.01.
The computer outputs for this series are given in appendix Z. The power out-
put, efficiency and frequency are plotted in figure 5.3. Note that, as usual,
the calculation of frequency is very regular but the calculation of indicated
power and efficiency is somewhat frregular particularly when calculations are
made for closely spaced pressures. It should be noted that some runs given in
appendix Z did not finish at a time step of 1 msec. Sometimes the number of
cycles exceeded 10 and the time step was automatically halved. Sometimes cal-
culational instability was detected by the program and the time step was halved
one or two times. Nevertheless, the convergence criteria of 0.01 was retained.

Since this series was not regular, another series of calculations was run
with a convergence criteria of 0.005 and an fnitial time step of
0.25 msec. The full computer output for this series of calculations is given
in appendix AA. It was not necessary to change from this initial value since
convergence was found in from seven to nine cycles. Figure 5.4 compares the
results from appendix AA and Z plotted on an expanded scale for pressures from
70 to 82 bar. As usual, the frequency is calculated accurately either way.
However, only the calculation series with 0.005 convergence criteria and
0.25 msec time step makes sense as far as calculating power. Therefore, the
results given in appendix Z must be considered seriously in error.

5.1.3 Conclusion on time step and convergence criteria. - In employing the
computer program described in this report in the calculated motion mode, one
should graph the calculated powers versus charge pressure over a short range to
see that this power is regular and approximately proportional to charge pres-
sure. If not, a smaller time step or a smaller convergence criteria or both
should be used until such a regular relationship is obtained.
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Charge
Pressure Ear

10.00
20.00
30,00
40.00
50.00
60,00
66.00
67 .00
68,00
69,00
70.00
71.00
72.00

Table 5.3

SUMMARY OF COMPUTED RESULTS
RE-1000 ENGINE

Time Step = 0.2 msec
Convergence Criteria = 0.0095
Heater Temperature = 600 C
Cooler Temperature = 40 C

Free Motions - Linear Alternator
Load Constant = 0,040 N/{(cm/sec)xx2

Isothermal Analysis with Corrections
(Full printout in Appendix W)

Indicated Indicated Calculated
Fower, W Efficiency, % Frequency,
69 .43 9.97 ?.446
199.40 18.94 13.50
318.40 22.79 16.40
428.70 25.47 18.86
540.33 27.12 21,03
657,10 27 .96 23,00
723.51 28.23 24.10
733,31 28.24 24.29
742.31 28.25 249.446
754.88 28.29 24,64
761.03 28,31 24.81
773.44 28.34 24.99
783.48 28.33 25.16
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Table 5.4

SUMMARY OF COMPUTED RESULTS
RE-1000 ENGINE

Time Step = 0.5 msec
Converqence Criteria = 0.005
Heater Temperature = 400 C
Cooler Temperature = 40 C

Free Motions - Linear Alternator
Load Constant = 0,040 N/(cm/sec)xx2

Isothermal Analysis with Corrections
(Full printout irn Appendix X)

Charge Indicated Indicated Calculated

Fressure Basr Fower, W Efficiency, % Frequericy, Hz
66.00 711,72 28.25 249,18
467 .00 750,97 28.29 24.34
68.00 749 .05 28.27 24,53
69,00 749.70 28.14 24,70
70,00 738.76 28.16 24,90
71.00 765,12 28.23 25.07
71.50 787 .16 28,38 25.17
72.00 781.90 28.28 23.23
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Table 5.5

SUMMARY OF COMPUTED RESULTS
RE-1000 ENGINE

Time Step = 0.1 msec
Convergence Criteria = 0,005
Heater Temperature = 400 C
Cooler Temperature = 40 C

Free Motions - Linear Alternator
Load Constant = 0.040 N/(cm/sec)xx2

Isothermal Analysis with Corrections
(Full printout in Appendix Y)

Charqge Indicated Indicated Calculated

Fressure Ear Fower, W Efficiency, % Frequency, Hz
67.00 736.20 28.29 24,26
68.00 744,65 28.30 24.44
69.00 795.28 28.32 24.62
70.00 7467 .57 28.35 24,79
71.00 - 776.14 28.37 249.97
72.00 788.89 28.42 25.14
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FIGURE 5.1. - EFFECT OF PRESSURE ON CALCULATED FREE-P1STON ENGINE GENERATOR OPERATION.

TIME STEP, 0.2 Msec: CONVERGENCE CRITERIA, 0.005. (SEE TABLE 5.3.)
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FIGURE 5.3
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FIGURE 5.4
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5.2 Sample Base Cases

The engine dimensions and operating conditions for all the sample cases
are given in appendix A except as specifically stated in each one of the base
cases. It was found that in producing these base cases, it was extremely help-
ful to pay close attention to the graphical display because it was much easier
to determine whether the solution was going awry by watching the disptay than
by looking at diagnostic printouts, although these were also very useful in
certain cases. All results demonstrated in these base cases were generated by
the double precision version of the program.

5.2.1 Specific motion isothermal analysis. - This is the analysis one gets
if no change is made at all in the base case program with the exception of add-
ing graphical output if the computer has the capability for this. Table 5.6
shows the printout that is obtained when this is done. Note that the run
number is one of the input values that can be changed and is for the conven-
ience of the user. The different options of the program are specified in the
heading so that one can see at a glance what choices have been made. All the
dimensions of the RE-1000 engine are printed on the output. Note that the
operating conditions are given first. These are all things that can be
changeable in the engine without rebuilding it. The.power piston stroke and
displacer piston stroke are input numbers. They do not necessarily represent
the actual strokes of the parts unless the specified motion option is chosen
which it is in this case.

The reader is referred to section 4 for a detailed explanation of how
these different values are calculated under the different circumstances. In
this section will be explained the significance that each one of these values
given in table 5.6 and succeeding tables that follow is supposed to represent.
There is a basic power and a basic heat requirement that are required if the
engine were perfect. Since the engine is not perfect, a number of corrections
have to be made to the basic power as well as the basic heat requirement to
obtain the predicted value for the power output and efficiency. In this case
of isothermal analysis and specified motion we know ahead of time how the dis-
placer and the power piston move. In the isothermal analysis we assume we know
what an effective temperature will be for the hot space and the heater gas and
for the cold space and cooler gas. Therefore, we can determine the pressure
during the cycle. The line integral of the total volume versus this pressure
times the frequency is the basic power output for the cycle. The line integral
of the hot volume versus the pressure times the frequency is the basic heat

input.

Then, according to references 1 and 2, Martini Engineering has worked out
a method of relating the basic power output and the basic heat input calcula-
ted by isothermal analysis to the basic power output and heat input for an
adiabatic hot space and cold space which would be more time consuming to com-
pute. There is a functional relationship between both the isothermal work and
the adiabatic work and between the isothermal heat input and the adiabatic heat
input. Therefore, a correction is applied by a two-dimensional interpolation
in a data table which is part of the computer program.

Also, on the power output side an estimate is made of the flow losses

through the heater, regenerator, and cooler, and these are subtracted from the
basic power to give the indicated power. In the case of a free piston Stirling
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COMPUTED RESULTS FOR SPECIFIED MOTION,

(Base Case Dimensions from Appendix A)

Table 5.6

ISOTHERMAL ANALYSIS

CONVERGENCE CRITERIA IS: .00050
CYCLE CHANGE CHANGE WORK HEAT
NUMB. POWER HEAT ouT IN
OuT IN JOULES JOULES
1 .00000 .00000 41.2037 64.3800
2 .58796 .67810 38.4287 64.07189
3 .06735 .00479 34.1658 52.8642
4 .11093 .17492 36.6826 60.2570
5 .07366 .13984 37.5514 63.1660
6 .02369 .04828 36.7339 60.9168
7 .02177 .03561 36.7083 60.7805
8 .00070 .00224 36.9490 61.4834
9 .00656 .01156 36.9033 61.3747
10 .00124 .00177 36.8478 61.2095
11 .00150 .00269 36.8837 61.1748
12 .00097 .00057 36.8409 61.0046
13 .00116 .00278 36.9408 61.4092
14 .00271 .00663 36.9221 61.3223
15 .00051 .00142 36.8970 61.1995
16 .00068 .00200 36.9086 61.2475
17 .00031 .00078 36.9132 61.2702
18 .00012 .00037 36.9085 61.2494
CURRENT OPERATING CONDITIONS ARE:
0l= 72.000 02= 2 03= 600.000 04=
06= 2.700 07= 2.600 08= 0 09=
11= 0 12= .000 13= 1.000 14=
16= 0 17= 3 18= 1000.000 19=
CURRENT DIMENSIONS ARE:
20= 1 21= 4.0400 22= 4.2000 23=
25= 15.1900 26= .0365 27= 1.6630 28=
30= 6.2000 31= .4260 32= 0 33=
35= 25.4000 36= 7.6000 37= 381.0000 38=
40= 10.0000 41= 31.7900 42= 20.5000 43=
45= 22 46= 24 47= 1.0200 48=
50= .7600 51= .1321 52= .1016 53=
55= 2 56= 34 57= 18.3400 58=
60= 1.5000 61= .0000 62= 6.4460 63=
65= 75.9000 66= .0000 67= .0000 68=
70= .0508 71= .3760 72= 7.9200 73=
75= .0000 76= 1.0000 77= 3.0000 78=
80= 20.0000 81= .0100 82= .1000 83=
85= .0000 86= -4.5650 87= .4684 8B8=
90= 4.4500 91= .3710 92= .1450 93=
95= .5000 96= 0 97= .0000 98=
100= .0000 101= 13 102= 15 103=
i05= 0 106= 0 107= 0 108=
110= 0 111= 0 112= 0 113=
115= 0 116= 0 117= 0 118=
120= 0
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END TIME
PRESSURE STEP
MPA MSEC.
7.0134 1.4029
7.0389 1.4029
7.0413 1.4029
7.0386 1.4029
7.0401 1.4029
7.0409 1.4029
7.0405 1.4029
7.0404 1.4029
7.0405 1.4029
7.0405 1.4029
6.9675 .7015
6.9724 .7015
6.9720 .7015
6.9720 .7015
6.9720 .7015
6.9719 .7015
6.9719 .7015
6.9719 .7015
40.000 05= 49.600
1 10= 1.000
1 15= 1
10.000
4.7000 24= 5.7180
5.7790 29= 29.7000
33.0000 34= 15.2500
.0000 39= 8000
2.3900 44= 72.5300
.1575 49= .1067
31.7900 54= 2.9200
.2362 59= 9.2600
.5440 64= 88.9000
.0000 69= 135
1.5000 74= 0000
1.0000 79= 4.0000
.0005 84= 0000
7.9300 89= 4600
.0813 94= 1
.0000 99= 0000
14 104= 0
0 109= 0
0 114= 0
0 119= 0



Table 5.6 Concluded

ENTERED PRINT ROUTINE AFTER
FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT

IN AND POWER OUT HAS BEEN LESS THAN
FOR

RUN# 1

18 CYCLES.

.0005

SUNPOWER RE1000 ENGINE

SPECIFIED MOTIONS

ISOTHERMAL ANALYSIS WITH CORRECTIONS
MARTINI LOSS EQUATIONS

SOLUTION IS NOT OPTIMIZED.

OPZRATING CONDITIONS ARE:
SPEC.FREQ., HZ = 29.70
HEAT IN, DEG C = 600.00
W. GAS 1=H2,2=HE,3=AIR 2

POWER P.STR,CM = 2.70
CALC.FREQ., HZ = 29.70

CHRG. PRESS., BAR
HEAT OUT, DEG. C
PHASE ANG. DEGREES
DISPL. STROKE, CM
TIME STEPS/CYCLE

[T

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS

BASIC 1096
ADIABATIC CORR. -50.
HEATER FLOW LOSS -80.
REGEN.FLOW LOSS -84.
COOLER FLOW LOSS -3
INDICATED 877.
INDICATED EFFICIENCY, % 31
EXP.SP.EFFECT.TEMP.,C 574
COMP.SP.EFFECT.TEMP.,C 57

.1822
6575
6737
0998
.4007
3505

HEAT REQUIREMENT, WATTS
BASIC
ADIABATIC CORR.
REHEAT
SHUTTLE
PUMPING
TEMP. SWING
CYL. WALL COND.
DISPLCR WALL COND.
REGEN. WALL COND.
CYL. GAS COND.
REGEN. MTX. COND.
RAD.INSIDE DISPL.
FLOW FRIC. CREDIT
TOTAL HEAT TO ENG.

56

.00
00
60

72
40.
49,

48.00

1819.
92.
610.
104.

193.
33.
60.

-122.
2814.

1067
1976
9303
7203

.9110
.0149

2727
7666
9939

.0904
.5869
.7596

7236
6273



engine the mechanical losses are considered negligible and are not considered.
Therefore, the indicated power is the power applied to the load.

On the heat input side the reheat loss is simply the extra heat that must
be added each cycle to bring the working gas entering the hot space back to
hot space temperature. A better regenerator can reduce reheat loss. The shut-
tle loss is the loss suffered as heat is transferred across the displacer gap
as it moves back and forth. Increasing the gap or increasing the length of
the displacer with reference to its stroke can reduce this loss. Pumping loss
is the loss incurred by packing hot gas into this appendix gap around the dis-
placer and then bringing back somewhat colder gas because of the heat transfer
into this gap. Pumping loss can be decreased by decreasing this gas thickness.
Therefore, there is a trade off between shuttle loss and pumping loss. Temper-
ature swing loss is the additional loss incurred due to the fact that the
regenerator matrix has heat capacity. This is a correction to the reheat loss
which assumes that the regenerator matrix has infinite heat capacity. The
different steady state conduction terms are then itemized. These are the cyl-
inder wall conduction, the hot cap wall conduction, the regenerator wall con-
duction, the cylinder gas conduction, the regenerator matrix conduction, and
the radiation inside the displacer. Also, since the flow losses in the heater
and half of them in the regenerator are converted to heat, there is a credit
for this giving a total heat requirement for the engine. Also, shown in
table 5.6 is the expansion space effective temperature and the compression
space effective temperature which were obtained by an iterative procedure such
that the temperature difference between the heat source metal temperature and
the effective expansion space gas temperature was adequate to transfer heat
through the heater considering that the temperature difference is effective
during the time the gas moves. The same calculation is made for the cold side
so that the temperature offset is adequate to transfer heat that is needed to
be transferred through the cooler.

This procedure has been used by Martini and has been published in a
number of places (refs. 1-5).

Figure 5.5 gives a graphical output for this case. Figure 5.6 gives an
explanation of what is meant by this graphical output. Seven curves are plot-
ted for each cycle. These curves are superimposed upon each other until a con-
vergence is reached. The most important is the total volume pressure curve or
indicator diagram. This is shown as a pickle-shaped diagram on the right hand
side of the display. There is a lighter curve above and a heavier curve below.
The lighter curve is the first cycle in which it was assumed that the beginning
pressure is the charge pressure. Since this created a higher than desired
average pressure for the working gas space, the pressure was adjusted for the
second cycle so that the average pressure in the working gas space would be
equal to the charge pressure.

As explained in figure 5.6 there are three curves that involve this pres-
sure. One plots the total volume versus the working gas pressure to give a
closed curve proportional to the power output. Another curve plots the hot
volume versus the working gas pressure to give a closed curve with an area pro-
portional to the heat input. Finally, there are three curves that show how the
working gas, displacer bounce and power piston bounce pressure vary with time
during the cycle.
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FIGURE 5.5. - GRAPHICAL OUTPUT FOR SPECIFIED MOTION, (ISO-
THERMAL ANALYSIS.) (SEE FIG. 5.6 FOR EXPLANATION OF
CURVES.)
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Three graphs are superimposed.
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Also shown in figure 5.5 are the positions of the displacer and the power
piston for one cycle. Since this is a specified position case, these positions
do not change from cycle to cycle and they are assumed to be sinusoidal. The
frequency, the amplitude and the phase angle that are given are used to plot
these curves. Finally, as is common in isothermal analysis, the effective hot
space and cold space temperatures are adjusted. The curves as explained in
the third part of figure 5.6 show how these adjustments take place. Most of
the adjustment is in the second cycle and after that, very minor adjustments
are needed and after 17 cycles the solution meets the very tight convergence
criteria and the solution ends.

5.2.2. Free-piston motion with linear generator and jisothermal

analysis. - In the free-piston motion the specified motion of the displacer
and the power piston is replaced with a force balance which takes into account
all the forces acting upon the displacer and power piston at a particular time
and, knowing its current velocity and mass, predict the velocity for the next
time step and therefore, the position of the power piston and the displacer
for the next time step. Also, the history of the last three time steps are
used in the Adams method of integration.

This case is different from the base case by making the following changes:

Number 10 Time step to 0.1 msec

Number 14 Engine load to four

Number 15 Method of calculation from one to two
Number 75 Alternator load parameter to 0.04

Number 83 Convergence criteria from 0.0005 to 0.005

These changes were made because the calculation series given in table 5.1
and appendix Y showed that this is a stable operating point. Table 5.7 shows
the computed results for this final version of the computer program.

Appendix Y was done with an earlier version which did not have the final aids
to convergence added. For these conditions and 72 bar charge pressure, the
solution in appendix Y required 13 cycles. This final solution for the same
time step and convergence criteria required 11 cycles. The results are almost
identical as far as power output, frequency and efficiency are concerned. The
changes in power output and heat input from cycle to cycle are less drastic at
first, but in this case the solution at 0.1 msec time step does not usually
allow the fractional change in both integrals to be less than 0.005 for two
successive times. After going to a time step of 0.05 msec, the calculation
settled down enough to meet the criteria.

There should be no reason that tables 5.6 and 5.7 should give the same
results since the frequencies and strokes are quite different.

Figure 5.6(a) shown the graphical output for this case. Note that the
new lower frequency is found after three cycles. The rest of the time was
taken to settle the solution. Thirteen curves are drawn, but after the first
few the rest are essentially repeats as far as the graphical output is con-
cerned. Note also that it takes only about three cycles to change the phase

angle.
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Table 5.7

RESULTS FOR CALCULATED MOTION AND
LINEAR ALTERNATOR LOAD - ISOTHERMAL ANALYSIS

CONVERGENCE CRITERIA IS: .00500
CYCLE CHANGE CHANGE WORK HEAT
NUMB. POWER HEAT OuT IN
ouT IN JOULES JOULES
1 .00000 .00000 41.2171 64.2647
2 .58783 .67868 47.6599 63.7569
3 .15631 .00790 34.1322 57.6921
4 .28384 .08512 39.9877 65.9273
5 .17156 .14274 39.9027 66.3738
6 .00213 .00677 40,2669 66.9577
7 ,00913 .00880 40.6012 67.3663
8 .00830 .00610 41.0302 68.1034
9 .01057 .01094 41.2292 68.4511
10 .00485 .00511 41.3839 68.7004
11 .00375 .00364 41.5762 68.9781
CURRENT OPERATING CONDITIONS ARE:
01= 72.000 02= 2 03= 600.000 04=
06= 2.221 07= 2.723 08= 0 09=
11= 0 12= .000 13= 1.000 14=
16= 0 17= 3 18= 1000.000 19=
CURRENT DIMENSIONS ARE:
20= 1 21= 4.0400 22= 4.2000 23=
25= 15.1900 26= .0365 27= 1.6630 28=
30= 6.2000 31= .4260 32= 0 33=
35= 25.4000 36= 7.6000 37= 381.0000 38=
40= 10.0000 41= 31.7900 42= 20.5000 43=
45= 22 46= 24 47= 1.0200 48=
50= .7600 51= .1321 52= .1016 53=
55= 2 56= 34 57= 18.3400 58=
60= 1.5000 61= .0000 62= 6.4460 63=
65= 75.9000 66= .0000 67= .0000 68=
70= .0508 71= .3760 72= 7.9200 73=
75= .0400 76= 1.0000 77= 3.0000 78=
80= 20.0000 81= .0100 82= .1000 83=
85= .0000 86= -4.5650 87= .4684 88=
90= 4.4500 91= .3710 92= .1450 93=
95= .5000 96= 0 97= .0000 98=
100= .0000 101-= 13 102= 15 103=
105= 0 106= 0 107= 0 108=
110= 0 111= 0 112= 0 113=
115= 0 116= 0 117= 0 118=
120= 0
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END TIME
PRESSURE STEP
MPA MSEC.
6.8745 .1000
7.0252 .1000
6.8714 .1000
6.8900 .1000
6.8695 .1000
6.8617 .1000
6.8401 .1000
6.8336 .1000
6.8277 .1000
6.8109 .1000
6.8052 .0500
40.000 05= 92.229
1 10= .100
4 15= 2
10.000
4.7000 24= 5.7180
5.7790 29= 29.7000
33.0000 34= 15.2500
.0000 39= .8000
2.3900 44= 72.5300
.1575 49= 1067
31.7900 54= 2.9200
.2362 59= 9.2600
.5440 64= 88.9000
.0000 69= 135
1.5000 74= 0000
1.0000 79= 4.0000
.0050 84= 0000
7.9300 89= 4600
.0813 94= 1
.0000 99= 0000
14 104= 0
6 109= 0
0 114= 0
0 119= 0



ENTERED PRINT ROUTINE AFTER

Table 5.7 Concluded

11 CYCLES.

FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT

IN AND POWER OUT HAS BEEN LESS THAN

RUN# 1

FOR

. 0050

SUNPOWER RE1000 ENGINE
FREE MOTIONS -- LINEAR ALTERNATOR

LOAD CONSTANT

ISOTHERMAL ANALYSIS WITH CORRECTIONS
MARTINI LOSS EQUATIONS
SOLUTION IS NOT OPTIMIZED.

OPERATING CONDITIONS ARE:
SPEC.FREQ., HZ 29.70
HEAT IN, DEG C 600.00
W. GAS 1=H2,2=HE,3=AIR 2

POWER P.STR,CM 2.22
CALC.FREQ., HZ 25.13

CHRG. PRESS., BAR
HEAT OUT, DEG. C
PHASE ANG. DEGREES
DISPL. STROKE, CM
TIME STEPS/CYCLE

ooy

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS

BASIC 104
ADIABATIC CORR. -4
HEATER FLOW LOSS -9
REGEN.FLOW LOSS -11
COOLER FLOW LOSS -
INDICATED 78
INDICATED EFFICIENCY, % 2
EXP.SP.EFFECT.TEMP.,C 57
COMP.SP.EFFECT.TEMP.,C 5

5.
5.
2.
5.
5.
5.

0108
9296
2179
0524
8318
9791
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HEAT REQUIREMENT, WATTS
BASIC
ADIABATIC CORR.
REHEAT
SHUTTLE
PUMPING
TEMP. SWING
CYL. WALL COND.
DISPLCR WALL COND.
REGEN. WALL COND.
CYL. GAS COND.
REGEN. MTX. COND.
RAD.INSIDE DISPL.
FLOW FRIC. CREDIT
TOTAL HEAT TO ENG.

.040 N/(CM/SEC)**2.

72.00
40.00
92.23
.72

795.71

1733.
88.
666
116.

195.
34.
61.

-149.
2772.

7518
1723

.2807

1903

.1725
.3352

5516
1648
7131

.1623
.6409
.7975

7441
1888



FIGURE 5.6(a)
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Table 5.8

RESULTS FOR FREE-PISTON MOTION AND
INERTIAL COMPRESSOR LOAD - ISOTHERMAL ANALYSIS

.00500

CONVERGENCE CRITERIA IS:
CYCLE CHANGE CHANGE WORK HEAT
NUMB. POWER HEAT ouT IN
ouT IN JOULES JOULES
1 .00000 .00000 41.2171 64.2647
2 .58783 .67868 35.0681 53.5180
3 .14918 .16723 39.2237 55.8193
4 .11850 .04300 55.1115 86.9361
5 .40506 .55746 61.8815 100.9092
6 .12284 .16073 63.8623 106.5299
7 .03201 .05570 63.4483 106.4051
8 .00648 .00117 63.0399 105.2241
9 .00644 .01110 63.5025 105.9676
10 .00734 .00707 63.7454 106.5145
11 .00382 .00516 63.8477 106.7131
12 .00161 .00186 63.8920 106.7274
CURRENT OPERATING CONDITIONS ARE:
01= 72.000 02= 2 03= 600.000 04=
06= 3.585 07= 2.796 08= 0 09=
11= 0 12= .000 13= 1.000 14=
16= 0 17= 3 18= 1000.000 19=
CURRENT DIMENSIONS ARE:
20= 1 21= 4.0400 22= 4.2000 23=
25= 15.1900 26= .0365 27= 1.6630 28=
30= 6.2000 31= .4260 32= 0 33=
35= 25.4000 36= 7.6000 37= 381.0000 38=
40= 10.0000 41= 31.7900 42= 20.5000 43=
45= 22 46= 24 47= 1.0200 48=
50= .7600 51= .1321 52= .1016 53=
55= 2 56= 34 57= 18.3400 58=
60= 1.5000 61= .0000 62= 6.4460 63=
65= 75.9000 66= .0000 67= .0000 e68=
70= .0508 71= .3760 72= 7.9200 73=
75= .0400 76= 1.0000 77= 3.0000 78=
80= 5.0000 81= 1.0000 82= .1000 83=
85= .0000 86= -4.5650 87= .4684 88=
90= 4.4500 91= .3710 92= .1450 93=
95= .5000 96= 0 97= .0000 98=
100= .0000 101= 13 102= 15 103=
105= 0 106= 0 107= 0 108=
110= 0 111= 0 1l12= 0 113=
115= 0 116= 0 117= 0 118=
120= 0
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END TIME
PRESSURE STEP
MPA MSEC.
6.8745 .1000
7.0958 .1000
7.0217 .1000
6.9616 .1000
6.9491 .1000
6.9579 .1000
6.9732 .1000
6.9697 .1000
6.9590 .1000
6.9664 .1000
6.9547 .0500
6.9521 .0500
40.000 05= 69.724
1 10= .100
3 15= 2
10.000
4.7000 24= 5.7180
5.7790 29= 29.7000
33.0000 34= 15.2500
.0000 39= .8000
2.3900 44= 72.5300
.1575 49= 1067
31.7900 54= 2.9200
.2362 59= 9.2600
.5440 64= 88.9000
.0000 69= 135
1.5000 74= 0000
1.0000 79= 5000
.0050 84-= 0000
7.9300 89= 4600
.0813 94= 1
.0000 99= 0000
14 104= 0
0 109= 0
0 114= 0
0 119= 0



ENTERED PRINT ROUTINE AFTER

Table 5.8 Concluded

12 CYCLES.

TRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT

IN AND POWER OUT HAS BEEN LESS THAN
FOR

RUN# 1

.0050

SUNPOWER RE1000 ENGINE

FREE MOTIONS --

OPERATING CONDITIONS ARE:

SPEC.FREQ., HZ =

HEAT IN, DEG C

W. GAS 1=H2,2=HE, 3=

POWER P.STR,CM
CALC.FREQ., HZ

POWER, WATTS
BASIC
ADIABATIC CORR.
HEATER FLOW LOSS
REGEN.FLOW LOSS
COOLER FLOW LOSS
INDICATED

EXP.SP.EFFECT.TEMP.

INERTIAL COMPRESSOR

INLET PRESSURE OF PUMPED GAS= 1.00 BAR.
OUTLET PRESSURE OF PUMPED GAS= 5.00 BAR.
AREA OF LOAD PISTON= .500 CM**2.
END CLEARANCE IN PUMP= 1.000 CM.
ISOTHERMAL ANALYSIS WITH CORRECTIONS
MARTINI LOSS EQUATIONS
SOLUTION IS NOT OPTIMIZED.
29.70 CHRG. PRESS., BAR = 72.00
600.00 HEAT OUT, DEG. C = 40.00
AIR 2 PHASE ANG. DEGREES = 69.72
3.59 DISPL. STROKE, CM = 2.80
30.62 TIME STEPS/CYCLE = 653.15
COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:
HEAT REQUIREMENT, WATTS
1956.4315 BASIC 3268.0914
-115.9755 ADIABATIC CORR. 201.7725
-169.1202 REHEAT 876.8796
-192.3061 SHUTTLE 118.8972
-10.1656 PUMPING 12.7575
1468.8642 TEMP. SWING 2.1328
CYL. WALL COND. 189.7416
DISPLCR WALL COND. 33.1497
REGEN. WALL COND. 59.8795
.55 CYL. GAS COND. 5.9792
REGEN. MTX. COND. 4.5031
RAD.INSIDE DISPL. 4.5325
,C 564.63 FLOW FRIC. CREDIT -265.2732
56.81 TOTAL HEAT TO ENG. 4513.0435

COMP.SP.EFFECT.TEMP.,C
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5.2.3 Free-piston motion, inertial compressor, isothermal analysis. - To
calculate this case, the following input values were changed from the previous

case.

Number 14 Engine load from four to three

Number 78 Inlet pressure of pumped gas to 1.00 bar
Number 79 Areas of load piston = 0.5 cu

Number 80 OQutlet pressure of pumped gas to 5.00 bar
Number 81 End clearance in pump = 1 cm

The results of this calculation are shown in table 5.8. The graphical
output is shown in figure 5.7.

In this case the power piston of the engine is attached to a gas compres-
sor that is double acting and has inlet and output valves on each end. The
effect of the area of the connecting rod is ignored. The gas in the pumping
gas spaces is assumed to act as if it were adiabatic as far as the compression
and expansion effects are concerned. One must specify the inlet and outlet
pressure of the gas, the area of the load piston and the end clearance in the
pump which is the distance between the piston and the end of the pumping cham-
ber when the power piston is at its stop on either end. A1l these values
affect how the displacer and power piston move. Note that at the end of each
cycle the effective temperature of the gas in the hot space and the cold space
of the engine is adjusted as is usually done in the isothermal analysis so the
temperature between the metal and gas is adequate to transfer the heat that is
required by the engine. The graphical presentation of the data as well as the
work output and heat inputs in table 5.8 shows that about four or five cycles
are needed to steady out the work and the frequency. After this they become
quite stable and the operation is stable within some narrow bounds. As in the
ast case, adequate stability to meet the convergence criteria only when the
time step is halved after 10 cycles. Only two more cycles are needed to meet
convergence criteria.

5.2.4 Specified motion and moving gas node analysis. - To calculate this
case the following input values are changed from the previous case:

Number 15 Calculation option from two to three

In this analysis, the concept of an effective hot space and cold space
temperature is not used. In its place a large number of gas nodes are assumed
to move back forth through the working gas space. Each one of these gas nodes
represents a specific quantity of gas which is followed through the cycle.
However, in the expansion and the compression space the gas nodes are redefined
so that there is one homogenized gas node for the expansion space and another
one for the compression space. Otherwise, there is no flow between one gas
node and the next. Table 5.9 shows the results of this sample case. This
solution is not disturbed each cycle by the picking of a different effective
hot and cold space temperature. The hot space and cold space temperatures
change smcothly during the cycle and fairly quickly attain a steady state
operation. That is, they cycle through the same temperatures each cycle.
Table 5.9 shows how these works approached a steady state and shows that the
results with this type of analysis are reasonable.
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FIGURE 5.7. - GRAPHICAL OUTPUT FOR FREE-PISTON MOTION INERTIAL COMPRESSOR
LOAD, (ISOTHERMAL ANALYSIS.)
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Table 5.10 compares two calculations of the same engine under the same
conditions. The adiabatic analysis predicts 35 percent more power and 10 per-
cent more efficiency than the isothermal analysis. The adiabatic analysis
should be more accurate since it is much closer to the true way the engine
operates. However, the isothermal analysis has been shown to agree with the
General Motors data on their 4L23 engine to within =10 percent (refs. | and 2).
It will be interesting to see how these two agree with test results on the
RE-1000 engine (ref. 7).

Since in the moving gas node analysis the hot and cold spaces are adiabat-
ic, there is no need for an adiabatic correction. Therefore, this has been
set to zero. Otherwise, all the other losses are calculated in the same way
as previously. Figure 5.8 shows that the graphical output is very well beh-
aved. The work diagram is slightly more tipped (as you would expect) because
of the adiabatic character of the hot and cold spaces.

5.2.5 Specified motion and Rios adiabatic analysis. - In order to do this
case the following changes are made from the last case:

Number 32 Integration option from zero to one
Number 46 Number of time steps per cycle from 24 to 360

With the aid of the Rios thesis (ref. 6) and the program given in the
Second Edition of the Stirling Engine Design Manual (ref. 4), the Rios analysis
was adapted to the free-piston environment. One important change was that the
hot and cold spaces do not go to zero once each cycle like they did in the
original Rios analysis. Therefore, they cannot be reinitialized like Rios did
once each cycle. The problem is that the Rios algorithm in which central dif-
ference is used is computationally unstable. However, by using small time
steps and initializing once each cycle, Rios could use this effectively.
However, since our hot and cold spaces do not go to zero because this is a
free-piston machine, the reinitialization cannot take place and the instability
of the solution builds up to unuseful proportions after about two cycles.
Figure 5.9 shows how this happens. Every other time step is either higher or
lower than it should be. Eventually, the line becomes so broad as to be use-
less. For specified motion it might be possible to redefine the hot and cold
volume so that they would go to zero each cycle and to reinitialize the inte-
grals. However, this would not work for the calculated motion case.

Table 5.11 shows how the work output and heat input integrals began to be
calculated for the Rios method. These figures were calculated by the single
precision version of the program. The double precision version could not com-
plete more than one cycle. These work and heat input integrals should be the
same as the moving gas node analysis integrals since the assumptions are the
same. Note the comparison on table 5.12. Note that the Rios work output is
much larger than any of the others. It was not determined why this is so.

5.2.6 Calculated motion, linear alternator 10ad and moving gas node, adia-
batic analysis. - To do this case from the last one, the following changes

were made:

Number 10 Time step from 0.1 to 0.25

Number 14 Engine load from three to four

Number 15 Method of calculation from three to four
Number 32 Integration option from one to zero
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RESULTS OF SPECIFIED MOTION AND

Table 5.9

MOVING GAS NODE ANALYSIS

CONVERGENCE CRITERIA IS: .00500
CYCLE CHANGE CHANGE WORK HEAT
NUMB. POWER HEAT OuT IN
OouT IN JOULES JOULES
1 .00000 .00000 40.9903 64.2182
2 .59010 .67891 43,4757 70.4939
3 .06063 .09772 45,3251 80.8912
4 .04254 .14749 45.7091 81.6915
5 .00847 .00989 45.5983 81.4233
6 .00242 .00328 45.6074 81.4137
CURRENT OPERATING CONDITIONS ARE:
01= 72.000 02= 2 03= 600.000 O04=
06= 2.700 07= 2.600 08= 0 09=
l1l= 0 12= .000 13= 1.000 14=
16= 0 17= 3 18= 1000.000 19=
CURRENT DIMENSIONS ARE:
20= 1 21= 4.0400 22= 4,2000 23=
25= 15.1900 26= .0365 27= 1.6630 28=
30= 6.2000 31= .4260 32= 0 33=
35= 25.4000 36= 7.6000 37= 381.0000 38=
40= 10.0000 41= 31.7900 42= 20.5000 43=
45= 36 46= 24 47= 1.0200 48=
50= .7600 51= .1321 52= .1016 53=
55= 2 56= 34 57= 18.3400 58=
60= 1.5000 ©61= .0000 62= 6.4460 63=
65= 75.9000 66= .0000 67= .0000 68=
70= .0508 71= .3760 72= 7.9200 73=
75= .0400 76= 1.0000 77= 3.0000 78=
80= 5.0000 81= 1.0000 82= .1000 83=
85= .0000 86= -4.5650 87= .4684 88=
90= 4.4500 91= .3710 92= .1450 93=
95= .5000 96= 0 97= .0000 98=
100= .0000 101= 13 102= 15 103=
105= 0 106= 0 107= 0 108=
110= 0 111= 0 112= 0 113=
115= 0 116= 0 117= 0 118=
120= 0
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END TIME
PRESSURE STEP
MPA MSEC.
7.0150 1.4029
7.0120 1.4029
7.0086 1.4029
7.0103 1.4029
7.0103 1.4029
7.0105 1.4029
40.000 05= 49.600
1 10= .100
3 15 3
10.000
4.7000 24= 5.7180
5.7790 29= 29.7000
33.0000 34= 15.2500
.0000 39= 8000
2.3900 44= 72.5300
.1575 49= 1067
31.7900 54= 2.9200
.2362 59= 9.2600
.5440 64= 88.9000
.0000 69= 135
1.5000 74= 0000
1.0000 79= 5000
.0050 84= 0000
7.9300 89= 4600
.0813 94= 1
.0000 99= 0000
14 104= 0
0 109= 0
0 114= 0
0 119= 0



Table 5.9 Concluded

ENTERED PRINT ROUTINE AFTER

6 CYCLES.

FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT

IN AND POWER OUT HAS BEEN LESS THAN

RUN# 1

OPERATING CONDITIONS ARE:
SPEC.FREQ., HZ = 29.70
HEAT IN, DEG C = 600.00
W. GAS 1=H2,2=HE, 3=AIR 2
POWER P.STR,CM = 2.70
CALC.FREQ., HZ = 29.70

.0050

FOR

SUNPOWER RE1000 ENGINE

SPECIFIED MOTIONS

MARTINI MOVING GAS NODE ANALYSIS
MARTINI LOSS EQUATIONS

SOLUTION IS NOT OPTIMIZED.

CHRG. PRESS., BAR
HEAT OUT, DEG. C
PHASE ANG. DEGREES
DISPL. STROKE, CM
TIME STEPS/CYCLE

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS

BASIC 1354.
ADIABATIC CORR.

HEATER FLOW LOSS -74
REGEN.FLOW LOSS -102.
COOLER FLOW LOSS -5.
INDICATED 1172,

5408

.0000
.2184

5136
4981
3106

HEAT REQUIREMENT, WATTS
BASIC
ADIABATIC CORR.

72.
40.
49.
.60
24,

00
00
60

00

2417.
.0000

REHEAT

SHUTTLE
PUMPING

TEMP. SWING
CYL. WALL COND.

DISPLCR WALL COND.

REGEN. WALL COND.
CYL. GAS COND.

REGEN. MTX. COND.
RAD.INSIDE DISPL.
FLOW FRIC. CREDIT

TOTAL HEAT TO ENG.

724
107.
10.

198.
34.
62.

~125.
3446.

9862

.2311

3639
2203

.4415

1517
6191
5336

.2442
.7026
.6421

4752
6611



Charge pressure, bar
Heat in, C

Heat out, C

Phase angle, deg.
Power piston, Str, cm
Displacer stroke, c¢m
Gas

Frequency

Reference

Cycles to convergence
Convergence criteria
Time steps/cycle
Indicated power, watts
Indicated efficiency

TABLE 5.10

COMPARISON OF ISOTHERMAL AND
ADIABATIC METHODS OF ANALYSIS
RE-1000 ENGINE

Isothermal

72.00
600.00
40.00
49.6
2.70
2.60
Helium
29.7
Table 5.6
18
0.0005
48
877.35
31.17
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Adiabatic

72.00
600.00
40.00
49.6
2.70
2.60
Helium
29.7
Table 5.9
6
0.005
24
1172.3
34.01



FIGURE 5.8, - GRAPHICAL OUTPUT FOR SPECIFIED MOTION AND MOVING GAS NODE ANALYSIS.
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Table 5.13 shows the results of this calculation. Figure 5.10 shows the
graphical output. This sample output calculates the same case as was done
with isothermal analysis. Table 5.14 compares the main results from these two
cases. Note that the results are fairly close except for the power output.
The adiabatic analysis seems to consistently predict higher power than the iso-
thermal analysis. This observation is confirmed by comparing the size of the
heat input and power curves in figure 5.10 compared with figure 5.6.

§5.2.7 Calculated motion, inertial compressor, and moving gas node, adia-
batic analysis. - To do this case from the last one, the following changes
were made in the input:

Number 14 Engine load from four to three

Table 5.15 gives the printed results and figure 5.11 gives the graphical
results. As always, the first cycle is isothermal, specified motion just to
get the part moving. Then it takes five cycles to transition to approximately
the steady state operating condition for calculated motion. Then it takes
another three cyclies of steady state operation to satisfy the convergence cri-
teria. After the natural transition has occurred, mathematical convergence

comes quickly.

Table 5.16 compares the results of two calculations for the same engine
and inertial compressor. The isothermal analysis was done with a correction
for the adiabatic effect. The adiabatic analysis is a nodal analysis in which
the adiabatic nature of the hot and cold spaces is taken into account during
the calculation. The main outputs are fairly close except for power. The
adiabatic analysis predicts twice as much power as the isothermal analysis.

It will be interesting to find out if either one agrees with tests.

5.2.8. Conclusion on sample base cases. - The computer program calculates
accurately converged results for all four methods of calculation. The Martini
moving gas node method of adiabatic analysis is operational but consistently
predicts larger powers than the isothermal analysis. The Rios analysis has an
inherent calculational instability which prevents a complete solution.
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FIGURE 5.9. - GRAPHICAL OUTPUT FOR SPECIFIED MOTION AND RIOS ADIABATIC
ANALYSIS,
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TABLE 5.11
PARTIAL RESULTS FOR SPECIFIED MOTION
AND RIOS ADIABATIC ANALYSIS

Convergence criteria is: 0.00500

Cycle Change Change Work Heat End
Numb . power, heat, out, in, pressure,
out in Joules Joules MPa
] 0.00000 0.00000 41.2054 64.2541 6.8808
2 .58795 .67873 58.2716 84.6213 7.0516
3 .41417 .31698 61.0769 82.0306 6.9603
4 .04814 .03061 60.1012 78.1137 7.1001
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Time
step,
msec

0.0935

|



TABLE 5.12
COMPARISON OF WORK OUTPUTS AND HEAT INPUTS
FOR THREE METHODS OF CALCULATION

Specified Work out Heat in
Motion Joules Joules
Adiabatic

analysis 46 81

moving gas node

Adiabatic
analysis 60 78
Rios

Isothermal
analysis and 36.9 61.2
correction
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Table 5.13

RESULTS FOR CALCULATED MOTION, LINEAR ALTERNATOR LOAD
AND MOVING GAS NODE (ADIABATIC) ANALYSIS

CONVERGENCE CRITERIA IS: .00500
CYCLE CHANGE CHANGE WORK HEAT
NUMB. POWER HEAT ouT IN
ouT IN JOULES JOULES
1 .00000 .00000 41.1863 64.2555
2 .58814 .67872 55.9928 83.0952
3 .35950 .29320 64.8097 115.4784
4 .15747 .38971 75.1691 134.8363
5 .15984 .16763 79.2829 142.7712
6 .05473 .05885 80.4267 145.0904
7 .01443 .01624 80.8724 145.8399
8 .00554 .00517 81.2056 146.1244
9 .00412 .00195 81.3618 146.5427
CURRENT OPERATING CONDITIONS ARE:
0= 72.000 02= 2 03= 600.000 O04=
06= 2.652 07= 3.561 08= 0 09=
11= 0 12= .000 13= 1.000 14=
i6= 0 17= 3 18= 1000.000 19=
CURRENT DIMENSIONS ARE:
20= 1 21= 4.0400 22= 4.2000 23=
25= 15.1900 26= .0365 27= 1.6630 28=
30= 6.2000 31= .4260 32= 0 33=
35= 25.4000 36= 7.6000 37= 381.0000 38=
40= 10.0000 41= 31.7900 42= 20.5000 43=
45= 124 46= 360 47= 1.0200 48=
50= .7600 51= .1321 b52= .1016 53=
55= 2 56= 34 57= 18.3400 58=
60= 1.5000 ©61= .0000 62= 6.4460 63=
65= 75.9000 66= .0000 67= .0000 68=
70= .0508 71= .3760 72= 7.9200 73=
75= .0400 76= 1.06000 77= 3.0000 78=
80= 5.0000 81= 1.0000 82= .1000 83=
85= .0000 86= -4.5650 87= .4684 88=
90= 4.4500 91= .3710 92= .1450 93=
95= .5000 96= 0 97= .0000 98=
100= .0000 101= 13 102= 15 103=
105= 0 106= 0 107= 0 108=
110= 0 111= 0 112= 0 113=
i1b= 0 116= 0 117= 0 118=
120= 0
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END TIME
PRESSURE STEP
MPA MSEC.
6.8796 .2500
6.6469 .2500
6.5569 .2500
6.5023 .2500
6.4827 .2500
6.4620 .2500
6.4894 .2500
6.4643 .2500
6.4407 .2500
40.000 05= 77.605
1 10= .250
4 15 4
10.000
4.,7000 24= 5.7180
5.7790 29= 29.7000
33.0000 34= 15.2500
.0000 39= 8000
2.3900 44= 72.5300
.1575 49= 1067
31.7900 54= 2.9200
.2362 59= 9.2600
.5440 64= 88.9000
.0000 69= 135
1.5000 74= 0000
1.0000 79= 5000
.0050 84= 0000
7.9300 89= 4600
.0813 94= 1
.0000 98= 0000
14 104= 0
0 109= 0
0 114= 0
0 119= 0



Table 5.13 Concluded

ENTERED PRINT ROUTINE AFTER

9 CYCLES.

“RACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT

<N AND POWER OUT HAS BEEN LESS THAN
FOR

RUN# 1

.0050

SUNPOWER RE1000 ENGINE
FREE MOTIONS

LOAD CONSTANT =

-~ LINEAR ALTERNATOR
.040 N/(CM/SEC)**2.

MARTINI MOVING GAS NODE ANALYSIS
MARTINI LOSS EQUATIONS
SOLUTION IS NOT OPTIMIZED.

OPERATING CONDITIONS ARE:
SPEC.FREQ., HZ = 29.70
HEAT IN, DEG C = 600.00
W. GAS 1=H2,2=HE,3=AIR 2

POWER P.STR,CM = 2.65
CALC.FREQ., HZ = 26.95

CHRG. PRESS., BAR
HEAT OUT, DEG. C
PHASE ANG. DEGREES
DISPL. STROKE, CM
TIME STEPS/CYCLE

ouon

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS

BASIC 2192,
ADIABATIC CORR.

HEATER FLOW LOSS -208
REGEN.FLOW LOSS -351
COOLER FLOW LOSS -27.
INDICATED 1604

3912

.0000
.4823
.5405

5087

.8597

HEAT REQUIREMENT, WATTS
BASIC
ADIABATIC CORR.
REHEAT
SHUTTLE
PUMPING
TEMP. SWING
CYL. WALL COND.
DISPLCR WALL COND.
REGEN. WALL COND.
CYL. GAS COND.
REGEN. MTX. COND.
RAD.INSIDE DISPL.
FLOW FRIC. CREDIT
TOTAL HEAT TO ENG.

78

72.
40.
77.

00
00
61

148.44

3948.

7687

.0000

1196.
193.
17.

190.
33.
60.

-384
5275.

5663
5243
8827

.3889

3624
2582
0754

.9987
.5178
.9868
.2526

0776



FIGURE 5.10. - GRAPHICAL OUTPUT FOR CALCULATED MOTION. LINEAR ALTERNA-
TOR LOAD AND MOVING GAS NODE. (ADIABATIC ANALYSIS.)
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COMPARISON OF CALCULATED RESULTS FOR AN ISOTHERMAL AND
ADIABATIC, ANALYSIS OF A CALCULATED MOTION LINEAR

Calculated
motion

Reference

Load constant,
N/(cm/sec)?

Charge pressure, bar

Time step, msec
Convergence criteria

Power piston, Str., cm
Displacer, Str., cm
Calc. frequency, Hz
Indicated power, W
Indicated eff., percent

Cycles to convergence

TABLE 5.14

80

Isothermal

Table 5.7

25.
785.
28.

13

.040
.00

.
.005

.22

MOVING GAS NODE,
ALTERNATOR

Adiabatic
Table 5.13
0.040

72.00

0.25
0.005

2.65
3.56
26.95
1604.86
30.42

9



Table 5.15

RESULTS FOR CALCULATED MOTION, INERTIAL COMPRESSOR LOAD,
AND MOVING GAS NODE, ADIABATIC ANALYSIS

CONVERGENCE CRITERIA IS: .00500
CYCLE CHANGE CHANGE WORK HEAT
NUMB. POWER HEAT ouT IN
OouT IN JOULES JOULES
1 .00000 .00000 41.1863 64.2555
2 .58814 .67872 41.9359 67.0226
3 .01820 .04306 63.1770 104.1761
4 .50651 .55434 103.9885 185.0017
5 .64599 .77586 122.2075 226.8067
6 .17520 .22597 126.7057 233.9285
7 .03681 .03140 127.9249 236.6349
8 .00962 .01157 127.8781 237.3906
9 .00037 .00319 127.6354 236.7590
CURRENT OPERATING CONDITIONS ARE:
01= 72.000 02= 2 03= 600.000 04=
06= 4.198 07= 3.814 08= 0 09=
11= 0 12= .000 13= 1.000 14=
16= 0 17= 3 18= 1000.000 19=
CURRENT DIMENSIONS ARE:
20= 1 21= 4.0400 22= 4.2000 23=
25= 15.1900 26= .0365 27= 1.6630 28=
30= 6.2000 31= .4260 32= 0 33=
35= 25.4000 36= 7.6000 37= 381.0000 38=
40= 10.0000 41= 31.7900 42= 20.5000 43=
45= 116 46= 360 47= 1.0200 48=
50= .7600 b51= .1321 52= .1016 53=
55= 2 56= 34 57= 18.3400 58=
60= 1.5000 61= .0000 62= 6.4460 63=
65= 75.9000 66= .0000 67= .0000 68=
70= .0508 71= .3760 72= 7.9200 73=
75= .0400 76= 1.0000 77= 3.0000 78=
80= 5.0000 81= 1.0000 82= .1000 83=
85= .0000 86= -4.5650 87= .4684 88=
90= 4.4500 91= .3710 92= .1450 93=
95= .5000 96= 0 97= .0000 98=
100= .0000 101= 13 102= 15 103=
105= 0 106= 0 107= 0 108=
110= 0 11i= 0 112= 0 113=
il56= 0 116= 0 117= 0 118=
120= 0
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END TIME
PRESSURE STEP
MPA MSEC.
6.8796 .2500
6.9231 .2500
6.7206 .2500
6.6209 .2500
6.6092 .2500
6.5661 .2500
6.5991 .2500
6.5596 .2500
6.5938 .2500
40.000 05= 55.478
1 10= .250
3 15= 4
10.000
4.7000 24= 5.7180
5.7790 29= 29.7000
33.0000 34= 15.2500
.0000 39= 8000
2.3900 44= 72.5300
.1575 49= 1067
31.7900 54= 2.9200
.2362 59= 9.2600
.5440 64= 88.9000
.0000 69= 135
1.5000 74= 0000
1.0000 79= 5000
.0050 84= 0000
7.9300 89= 4600
.0813 94= 1
.0000 99= 0000
14 104= 0
0 109= 0
0 114= 0
0 119= 0



Table 5.15 Concluded

ENTERED PRINT ROUTINE AFTER

9 CYCLES.

FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT

N AND POWER OUT HAS BEEN LESS THAN
FOR

RUN# 1

.0050

SUNPOWER RE1000 ENGINE
FREE MOTIONS

INERTIAL COMPRESSOR

INLET PRESSURE OF PUMPED GAS= 1.00 BAR.
OUTLET PRESSURE OF PUMPED GAS= 5.00 BAR.
AREA OF LOAD PISTON= .500 CM*=*2.
END CLEARANCE IN PUMP= 1.000 CM.
MARTINI MOVING GAS NODE ANALYSIS
MARTINI LOSS EQUATIONS
SOLUTION IS NOT OPTIMIZED.
OPERATING CONDITIONS ARE:
SPEC.FREQ., HZ = 29.70 CHRG. PRESS., BAR = 72.00
HEAT IN, DEG C = 600.00 HEAT OUT, DEG. C = 40.00
W. GAS 1=H2,2=HE,3=AIR 2 PHASE ANG. DEGREES = 55.48
POWER P.STR,CM = 4.20 DISPL. STROKE, CM = 3.81
CALC.FREQ., HZ = 31.61 TIME STEPS/CYCLE = 126.54

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS

BASIC 4034.

ADIABATIC CORR.

HEATER FLOW LOSS -443.

REGEN.FLOW LOSS ~710.

COOLER FLOW LOSS -61.

INDICATED 2818.
INDICATED EFFICIENCY, & 31

7092

.0000

6864
7298
9715
3215

HEAT REQUIREMENT, WATTS
BASIC
ADIABATIC CORR.
REHEAT
SHUTTLE
PUMPING
TEMP. SWING
CYL. WALL COND.
DISPLCR WALL COND.
REGEN. WALL COND.
CYL. GAS COND.
REGEN. MTX. COND.
RAD.INSIDE DISPL.
FLOW FRIC. CREDIT
TOTAL HEAT TO ENG.

82

7484,

2374

.0000

1752.
214.
28.

184,
32.
58.

-799.
8978.

0629
7223
7088

.1490

1234
1682
1065

.8021
.3697
.7482

0513
1474



Aicyiate another iase? Y/B

FIGURE 5.11. - GRAPHICAL OUTPUT FOR CALCULATED MOTION INERTIAL COMPRES-
SOR LOAD AND MOVING GAS NODE. (ADIABATIC ANALYSIS.)
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TABLE 5.16
COMPARISON OF CALCULATED RESULTS FOR AN ISOTHERMAL AND A MOVING
GAS NODE, ADIABATIC ANALYSIS OF AN INERTIAL COMPRESSOR
OPERATING WITH CALCULATED MOTION

Isothermal Adaibatic

Reference table 5.8 5.15
Inputs
Convergence Criteria 0.005 0.005
Time step, msec .05 .25
Cycles to convergence 12 9
Inlet pressure

of pumped gas, bar 1.00 1.00
Qutiet pressure of pumped, gas 5.00 5.00
Area of load

piston, cml 0.5 0.5
End of clearance

in pump, cm 1.0 1.0
Outputs
Calculated frequency, Hz 30.62 31.61
Indicated power, watts 1469 2818
Efficiency 32.55 31.39
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5.3 Optimization Searches

The ability of this program to conduct a search for the optimum design is
one of the reasons for developing the program. Experience has shown that the
calculation of each case must be solidly done. It must be done at a small
enough time step and a tight enough convergence so that the solution will be
accurate (see Section 5.1) The program must have provisions to adjust the time
step so that a proper solution would be found for every case. The results of
four searches will be presented:

(1) Specified motion, isothermal analysis, three adjustable inputs
(2) Specified motion, isothermal analysis, four adjustable inputs
(3) Calculated motion, linear alternator, isothermal analysis, three

adjustable inputs
(4) Calculated motion, linear alternator, isothermal analysis, four

adjustable inputs

5.3.1 Specified motion, three adjustable inputs. - In this sample search,
three properties of the regenerator were adjusted. The goal was to find the
best efficiency with the engine power near 1 kW. To do this case, the follow-
ing inputs need to be changed or checked:

Number 15 Method of calculation to 1

Number 16 Optimization option to 1

Number 17 Number of adjustable variables to 3
Number 18 Target power, watts to 1000

Number 19 Percent change in optimization to 10
Number 46 Number of time steps per cycle to 24
Number 83 Convergence criteria to 0.005

Number 101 First optimizable variable to 13
Number 102 Second optimizable variable to 15
Number 103 Third optimizable variable to 14

Table 5.17 shows the first part of the search table. For this case, the
choice matrix is as shown in table 4.1. There are 27 choice matrices to test
to see which gives the best efficiency. The first time the choice matrix is
applied to change the three selected inputs the charge pressure for the last
case is used. A case is run which results in a particular power. The charge
pressure is then adjusted to give the target power by assuming that the power
is proportional to charge pressure. The results of the second try for each of
the 27 change matrix numbers is printed in table 5.17. Note that the power is
usually within 1 percent of the target power. Considering that the efficiency
is usually not a strong function of pressure or power (see figs. 5.1, 5.2, and
§.4), this accuracy in hitting the target power is more than adequate. Note
that the first column in table 5.17 shows that trial number. The second column
shows the choice matrix number which goes from 1 to 27. The third column shows
the choice matrix number that results in the best efficiency for a particular
search. The fourth column gives the cylinder diameter. One has a choice of
adjusting either the cylinder diameter or the average pressure to get the tar-
get power. This test was done by changing the pressure. The fifth column
shows these average pressures. The sixth column shows the powers which should
be close to the target power of 1000 W. The seventh column gives the effi-
ciency for each case calculated. The eighth column gives the best efficiency
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The number of active optimization numbers is:
The order in which the o

Table 5.17

FIRST PART OF OPTIMUM SEARCH TABLE
SPECIFIED MOTION - THREE VARIABLES

SEARCH FOR OPTIMUM

ptimization numbers are tested is:

13 15 14 0 0 0 0
Trial Num. Ch.Mx. # Best#

1 1 1
2 2 1
3 3 2
4 4 2
5 5 2
6 6 2
7 7 2
8 8 7
9 9 8
10 10 8
11 11 8
12 12 8
13 13 8
14 14 8
15 15 8
16 16 8
17 17 8
18 18 8
19 19 8
20 20 8
21 21 8
22 22 8
23 23 8
24 24 8
25 25 8
26 26 8
27 27 26
28 26 26
29 26 26
30 2 1
31 3 2

0 o]
Cyl.D.cm
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718 -
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718

3
0 0 0 0]
Pavg.Bar Pwr.W
81.96 1010.48
80.89 999.09
81.77 1000.88
80.22 998.83
80.64 1000.31
80.14 9389.60
84.68 1005.42
83.15 998.43
86.13 1003.82
80.27 995.21
80.56 1000.24
81.04 1000.46
80.31 999.46
80.74 1000.31
80.11 999,50
83.30 1003.56
82.17 998.90
84.50 1002.80
81.75 997.44
81.57 999.83
82.79 1001.29
80.24 998.06
80.64 1000.30
80.33 999.73
86.56 1008.06
84.46 997.73
88.33 1005.35
89.89 1001.56
97.95 1010.48
87.26 891.94
93.42 1009.66
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0

0
Eff. %
31.63
31.91
31.18
27.34
27.50
27.12
33.24
33.74
32.53
30.81
31.10
30.45
26.16
26.29
25.96
32.88
33.33
32.26
32.33
32.70
31.85
28.57
28.75
28.32
33.48
34.05
32.66
34.46
33.71
35.15
33.49

Bst.Eff.3%
31.63
31.63
31.91
31.91
31.91
31.91
31.91
33.24
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
33.74
34.05
34.05
34.46
34.46
35.15



so far. Note that the program always goes through all 27 cases for each
search. In the first search, it finds the second choice matrix results in a
better efficiency than the first. Then the seventh is better than the second.
Then the eighth is better than the seventh. Finally the 26th choice matrix is
petter than the eighth. The 26th choice matrix is a set of multipliers to mul-
tiply the base case values of all the optimizable input values to get a trial
set (see table 4.1 and appendix A). After trial number 27, the program multi-
nlies choice matrix number 26 by the base case values to get a new set of base
case values. The program then applies the 26 choice matrix another time to
multiply the base values by to get the trial number 28. This was found to
result in a better efficiency. This is a shortcut procedure. We have found by
excerience that if we had started the search over with choice matrix number 1,
we still would have found number 26 to be the best.

Since the shortcut worked once, we try it again. This time (trial
number 29) it does not result in a higher efficiency. Therefore, trial
number 28 is taken as the base case choice matrix number 1, for the next full
search of all possibilities around the new base case.

In table 5.18, the end of this search table is shown. Note that at trial
number 212 the test efficiency of 37.34 percent with a pressure of 94.74 bar is
found. This is choice matrix number 19. Applying this choice matrix once more
in trial number 221 does not result in a better efficiency. After trial
number 220, a new base case input value set is calculated from the old set by
multiplying by choice matrix number 19. This new base case was found to be
better than any combination, up or down of the three adjustable variables
(27 possibilities). Therefore, the optimum value has been found. The final
values for he adjustable inputs and the itemized losses are shown in
table 5.19. Table 5.20 summarizes and identifies the beginning and ending val-
ues. Note that the optimization search increases efficiency by 5.6 percentage
points by tripling the radial thickness of the regenerator to allow a much
larger flow area, reducing the porosity somewhat and halving the wire diameter.

It should be mentioned that the best efficiency of 37.37 percent found in
table 5.18 does not get duplicated in table 5.19 when the best case is recalcu-
lated. The reason for this is the pressure for the best case was not saved
and reentered. This was done in the calculated motion optimizing sessions.

5.3.2 Specified motion - four adjustable inputs. - To do this case the
following inputs need to be changed or checked over the last one:

Number 17 Number of adjustable variables to 4
Number 104 Fourth optimizable variable to 12

Table 5.21 shows the first and last part of the optimization search table.
It works the same as the previous case except there are 81 choice matrices to
search through instead of 27.

Table 5.22 shows the optimized results for this case. Table 5.23 shows
how these four variables changed due to optimization. All other variables are
made to be the same. Only the pressure changes to adjust the power to near the
target power. Note that 6.8 percentage points are gained by increasing the
radial thickness (flow area) by a factor of four and decreasing the regenerator
length by a factor of five and by decreasing the wire diameter by a factor of
six. At this point, nothing is said about how the pressure vessel for the
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Table 5.18

LAST PART OF OPTIMUM SEARCH TABLE
SPECIFIED - THREE VARIABLES

212 19 1 5.718 94.74
213 20 19 5.718 96.59
214 21 19 5.718 92.43
215 22 19 5.718 93.24
216 23 1s 5.718 95.82
217 24 19 5.718 90.62
218 25 19 5.718 99.10
219 26 19 5.718 99.09
220 27 19 5.718 96.68
221 19 19 5.718 96.23
222 2 1 5.718 96.46
223 3 1 5.718 92.45
224 4 1 5.718 93.24
225 5 1 5.718 95.82
226 6 1 5.718 90.62
227 7 1 5.718 99.10
228 8 1 5.718 99.09
229 9 1 5.718 96.68
230 10 1 5.718 92.94
231 11 1 5.718 95.42
232 12 1 5.718 91.04
233 13 1 5.718 92.60
234 14 1 5.718 95.19
235 15 1 5.718 89.92
236 16 1 5.718 96.41
237 17 1 5.718 97.09
238 18 1 5.718 94.17
239 19 1 5.718 96.51
240 20 1 5.718 98.24
241 21 1 5.718 94.34
242 22 1 5.718 94.11
243 23 1 5.718 96.69
244 24 1 5.718 91.60
245 25 1 5.718 102.91
246 26 1 5.718 101.74
247 27 1 5.718 100.13
CURRENT OPERATING CONDITIONS ARE:
01= 94.741 02= 2 03= 600.000 04=
O6= 2.700 07= 2.600 08= 0 09=
11= 0 12= .000 13= 1.000 14=
lé6= 1 17= 3 18= 1000.000 19=
CURRENT DIMENSIONS ARE: \
20= 1 21= 4.0400 22= 4.2000 23=
25= 15.1900 26= .0365 27= 1.6630 28=
30= 6.2000 31= .4260 32= 0 33=
35= 25.4000 36= 7.6000 37= 381.0000 38=
40= 10.0000 41= 31.7900 42= 20.5000 43=
45= 22 46= 24 47= 1.0200 48=
50= .7600 51= .1321 52= .1016 53=
55= 2 56= 34 57= 18.3400 58=
60= 1.5000 61= .0000 62= 6.4460 63=
65= 66.9506 66= .0000 67= .0000 68=
70= .0508 71= .3760 72= 7.9200 73=
75= .0000 76= 1.0000 77= 3.0000 78=
80= 20.0000 81= .0100 82= .1000 83=
85= .0000 86= -4.5650 87= - .4684 88=
90= 4.4500 91= .3710 92= .1450 93=
95= .5000 96= 0 97= .0000 98=
100= .0000 101= 13 102= 15 103=
105= 0 106= 0 107= 0 108=
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1002.78
1001.61
995,64
1000.44
1001.29
996.96
1014.42
999,98
995.81
999.48
1000.20
995.78
1000.44
1001.29
996.96
1014.42
999,98
995.81
997.06
1001.85
996.12
1000.73
1001.10
997.42
1009.30
1000.82
995,68
1002.75
1001.79
995.11
999.85
1001.55
996.40
1023.16
998,07
996.68

40.000
1
1
10.000

4.7000
5.7790
33.0000
.0000
2.3900
.1575
31.7900
.2362
1.5521
. 0000
1.5000
1.0000
.0050
7.9300
.0813

. 0000
14

0

37.37
37.35
37.27
37.05
36.91
37.14
36.77
36.80
36.36
37.24
37.34
37.27
37.05
36.91
37.14
36.77
36.80
36.36
37.32
37.29
37.31
36.73
36.56
36.85
37.03
37.06
36.75
37.26
37.29
37.09
37.30
37.20
37.34
36.36
36.36
35.79

05=

10=
15=

24=

37.34
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37
37.37

49.600
1.000

1

5.7180

29= 29.7000
34= 15.2500

39= .8000
44= 72.5300
49= .1067
54= 2.9200
59= 9.2600
64= 46.7727
€9= 135

74= .0000
78= 4.0000
84= .0000
89= .4600
94= 1

99= .0000
104= 0

109= 0]



Table 5.19

247 OPT. VARIABLE COMBINATIONS
495 TOTAL INPUT CASES
4114 TOTAL CYCLES
NUMBER OF CYCLES FOR LAST CASE WAS 8
FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT
IN AND POWER OUT HAS BEEN LESS THAN .0050
RUN# 1 FOR
SUNPOWER RE1000 ENGINE
SPECIFIED MOTIONS
ISOTHERMAL ANALYSIS WITH CORRECTIONS
MARTINI LOSS EQUATIONS

ENTERED PRINT ROUTINE AFTER

THE ORDER IN WHICH THE OPTIMIZATION NUMBERS ARE TESTED IS:
13 15 14 0 0 0 o 0] 0 0 o o] 0 o] 0

FINAL VALUES FOR CHANGABLE INPUT BY OPTIMIZATION #

OPTIMIZATION # VALUE
13 1.5521
15 66.9506
14 46.7727

OPERATING CONDITIONS ARE:

SPEC.FREQ., HZ = 29.70 CHRG. PRESS., BAR = 94.74
HEAT IN, DEG C = 600.00 HEAT OUT, DEG. C = 40.00
W. GAS 1=H2,2=HE,3=AIR 2 PHASE ANG. DEGREES = 49.60
POWER P.STR,CM = 2.70 DISPL. STROKE, CM = . 2.60
CALC.FREQ., HZ = 29.70 TIME STEPS/CYCLE = 24,00
COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:
POWER, WATTS HEAT REQUIREMENT, WATTS
BASIC 1252.2024 BASIC 2041.1550
ADIABATIC CORR. -52.0053 ADIABATIC CORR. 104.1847
HEATER FLOW LOSS -97.4405 REHEAT 185.5717
REGEN.FLOW LOSS -94.4209 SHUTTLE 107.6520
COOLER FLOW LOSS -5.5529 PUMPING 7.2932
INDICATED 1002.7828 TEMP. SWING .1843
CYL. WALL COND. 254.6543
DISPLCR WALL COND. 34.7118
-------------------------------- REGEN. WALL COND. 62.7014
INDICATED EFFICIENCY, &% 37.37 CYL. GAS COND. 6.2608
REGEN. MTX. COND. 18.7517
———————————————————————————————— RAD.INSIDE DISPL. 4.9054
EXP.SP.EFFECT.TEMP.,C 580.49 FLOW FRIC. CREDIT -144.6510
COMP.SP.EFFECT.TEMP.,C 48.78 TOTAL HEAT TO ENG. 2683.3756



TABLE 5.20
RESULTS OF OPTIMIZATION SPECIFIED MOTION - THREE VARIABLES

Oprimization [dentity Units Original Final
number values values

13 Radial cm 0.554 1.552]
thickness of
regenerator

15 Porosity % 75.9 66.9506
of matrix

14 Diameter of
wire in matrix Microns 88.9 46.7727
Efficiency % 31.63 37.37

90



Table 5.21

FIRST AND LAST PART OF OPTIMUM SEARCH TABLE
SPECIFIED MOTION - FOUR ADJUSTABLE VARIABLES
SEARCH FOR OPTIMUM

The number of active optimization numbers is: 4
The order in which the optimization numbers are tested is:
13 15 14 12 0 0 0 0 0 0 0 0 0 0 0

Trial Num. Ch.Mx.# Best# Cyl.D.cm Pavg.Bar Pwr.W Eff. %
1 1 1 5.718 81.96 1010.48 31.63
2 2 1 5.718 80.89 999.09 31.91
3 3 2 5.718 81.77 1000.88 31.18
4 4 2 5.718 80.22 998.83 27.34
5 5 2 5.718 80.64 1000.31 27.50
6 6 2 5.718 80.14 999.60 27.12
7 7 2 5.718 84.68 1005.42 33.24
8 8 7 5.718 83.15 998.43 33.74
S 9 8 5.718 86.13 1003.82 32.53
10 10 8 5.718 80.27 995.21 30.81
11 11 8 5.718 80.56 1000.24 31.10
12 12 8 5.718 81.04 1000.46 30.45
13 13 8 5.718 80.31 999.46 26.16
14 14 8 5.718 80.74 1000.31 26.29
15 15 8 5.718 80.11 999.50 25.96
16 16 8 5.718 83.30 1003.56 32.88
17 17 8 5.718 82.17 998.90 33.33
18 18 8 5.718 84.50 1002.80 32.26
19 19 8 5.718 81.75 997.44 32.33
20 20 8 5.718 81.57 999.83 32.70
21 21 8 5.718 82.79 1001.29 31.85
22 22 8 5.718 80.24 998.06 28.57
23 23 8 5.718 80.64 1000.30 28.75
24 24 8 5.718 80.33 999.73 28.32
25 25 8 5.718 86.56 1008.06 33.48
26 26 8 5.718 84.46 997.73 34.05
27 27 26 5.718 88.33 1005.35 32.66
28 28 26 5.718 82.12 994.63 31.79
29 29 26 5.718 82.31 1000.16 32.14
30 30 26 5.718 83.21 1000.92 31.35
31 31 26 5.718 81.16 998.48 27.78
32 32 26 5.718 81.64 1000.35 27.93
963 63 1 5.718 79.65 1001.92 37.68
964 64 1 5.718 75.15 994.86 38.30
965 65 1 5.718 75.96 1000.94 38.29
966 66 1 5.718 75.23 999.07 38.32
867 67 1 5.718 74.55 999.38 37.44
968 68 1 5.718 75.29 1000.66 37.34
969 69 1 5.718 73.93 998.71 37.53
970 70 1 5.718 78.39 1007.91 38.14
971 71 1 5.718 77.71 998.94 38.13
972 72 1 5.718 78.21 1000.92 37.92
973 73 1 5.718 76.74 997.92 38.40
974 74 1 5.718 77.14 1000.55 38.41
975 75 1 5.718 76.84 999.54 38.33
976 76 1 5.718 74.96 998.12 38.10
977 77 1 5.718 75.72 1000.75 38.02
978 78 1 5.718 74.52 998.71 38.17
979 79 1 5.718 81.81 1016.50 37.72
980 80 1 5.718 80.05 996.67 37.70
981 81 1 5.718 81.63 1003.67 37.31
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PRINTOUT OF OPTIMIZED DESIGN

Table 5.22

SPECIFIED MOTION - FOUR ADJUSTABLE VARIABLES

CURRENT OPERATING CONDITIONS ARE:’

0l= 77.170 02= 2 03= 600.000 04= 40.000
06= 2.700 07= 2.600 o08= 0 09= 1
l1= ¢} 12= .000 13= 1.000 14= 1
16= 1 17= 4 18= 1000.000 19= 10.000
CURRENT DIMENSIONS ARE: .
20= 1 21= 4.0400 22= 4.2000 23= 4.7000
25= 15.1900 26= .0365 27= 1.6630 28= 5.7790
30= 6.2000 31= .4260 32= 0 33= 33.0000
35= 25,4000 36= 7.6000 37= 381.0000 38= .0000
40= 10.0000 41= 31.7900 42= 20.5000 43= 2.3900
45= 22 46= 24 47= 1.0200 48= .1575
50= .7600 S1= .1321  52= .1016 53= 31.7900
55= 2 56= 34 57= 18.3400 58= .2362
60= 1.5000 61= .0000 62= 1.3272 63= 2.0247
65= 73.6457 66= .0000 67= .0000 68= .0000
70= .0508 71= .3760 72= 7.9200 73= 1.5000
75= .0000 76= 1.0000 77= 3.0000 78= 1.0000
80= 20.0000 81= .0100 82= .1000 83= .0050
85= .0000 B86= -4.5650 87= .4684 88= 7.9300
90= 4.4500 91= L3710 92= .1450 93= .0813
95= .5000 96= 0 97= .0000 98= .0000
100= .0000 101= 13 102= 15 103= 14
105= 0 106= 0 107= 0 108= 0
110= 0 111= 0 112= 0 113= 0
115= 0

ENTERED PRINT ROUTINE AFTER

1963 TOTAL INPUT CASES

17854 TOTAL CYCLES

NUMBER OF CYCLES FOR LAST CASE WAS 10
FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT
IN AND POWER OUT HAS BEEN LESS THAN . 0050

RUN# 1 FOR

SUNPOWER RE1000 ENGINE
SPECIFIED MOTIONS

ISOTHERMAL ANALYSIS WITH CORRECTIONS
MARTINI LOSS EQUATIONS

05= 49.600
10= 1.000
15= 1

24= 5.7180
29= 29.7000
34= 15.2500
39= .8000
44= 72.5300
49= .1067
54= 2.9200

59= 9.2600
64= 14.8260

69= 135
74= .0000
79= 4.0000
84= .0000
89= .4600
94= 1
99= .0000
104= 12
109= 0
114= 0

981 OPT. VARIABLE COMBINATIONS

THE ORDER IN WHICH THE OPTIMIZATION NUMBERS ARE TESTED IS:

13 15 14 12 0 0 0

0 0 0 0 0

0

FINAL VALUES FOR CHANGABLE INPUT BY OPTIMIZATION #

OPTIMIZATION #

OPERATING CONDITIONS ARE:

SPEC.FREQ., HZ = 29.70
HEAT IN, DEG C = 600.00
W. GAS 1=H2,2=HE,3=AIR 2
POWER P.STR,CM = 2.70
CALC.FREQ., HZ 29.70

VALUE

2.0247
73.6457
14.8260

1.3272

CHRG. PRESS., BAR

HEAT OUT, DEG. C

PHASE ANG. DEGREES
DISPL. STROKE, CM

TIME STEPS/CYCLE

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS

nnounnp

0 0

77.17
40.00
49.60

2.60
24.00

HEAT REQUIREMENT, WATTS

BASIC 1201.0909 BASIC

ADIABATIC CORR. -52.5440 ADIABATIC CORR.
HEATER FLOW LOSS -84.1675 REHEAT
REGEN.FLOW LOSS ~-60.3180 SHUTTLE

COOLER FLOW LOSS -3.5367 PUMPING

INDICATED

EXP.SP.EFFECT.TEMP.,C

1000.5247 TEMP. SWING

CYL. WALL COND.
DISPLCR WALL COND.

——-- REGEN. WALL COND.
INDICATED EFFICIENCY, % 38.42

CYL. GAS COND.
REGEN. MTX. COND.

—-——— RAD.INSIDE DISPL.
577.75
COMP.SP.EFFECT.TEMP.,C 52.87

FLOW FRIC. CREDIT
TOTAL HEAT TO ENG.

S

92 (')

1974.
100.
122.
106.
277.

61.
22.

-114.
2603.

8192
4631
0498
2553

.8512
.1423

2513

L2616

8880

L1797

2208

.8352

3265
8910



TABLE 5.23
RESULTS OF OPTIMIZATION SPECIFIED MOTION - FOUR VARIABLES

Optimization Identity Units Original Final
number values values
13 Radial cm 0.554 2.0247
thickness of
regenerator
15 Porosity % 75.9 73.6457
of matrix
14 Diameter of
wire in matrix Microns 88.9 14.826
12 Regenerator
length in
direction of flow cm 6.446 1.3272
Efficiency % 31.63 38.42
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engine could be designed or whether such fine wire is practical (15 um =
0.0006 in.). Fully completed optimization programs should have practical
limitations set based upon engine design and availability of materials.

In comparison of tables 5.20 and 5.23, one sees that simply by including
the length of the regenerator, we optimize to quite a different looking engine
but gain very little in efficiency. One needs to combine optimization searches
with common sense.

5.3.3 Calculated motion - three adjustable inputs. - To do this case the
following inputs need to be checked or changed over the last one:

Number 10 Time step to 0.2 msec

Number 14 Engine load to four

Number 15 Method of calculation to two

Number 17 Number of adjustable variables to three
Number 75 Alternator constant to 0.02 N/(cm/sec)?

Table 5.24 shows the first and last part of the optimization search table.
The important difference to note here is target power can be missed by =20 per-
cent instead of about =1 percent specified motion case. This is contrary to
tests shown in figures 5.1 and 5.2 where indicated power is nearly exactly
proportional to charge pressure for the same mode of calculation, calculated
motion and linear generator. The variation is almost too large.

Table 5.25 shows the optimized results for this case with a list of ite-
mized losses.

Table 5.26 shows how these three adjustable inputs change as the optimum
1s searched. Note that the search predicts a 6.0 percentage point increase in
efficiency by increasing the radial thickness by 66 percent, decreasing the
porosity and increasing the wire diameter. These last two trends are opposite
those found in the last two optimization searches. (The final porosity is not
easy to attain--close packed spheres have 40 percent porosity.) We need a flow
loss equation that will take this into account.

5.3.4 Calculated motion - four adjustable inputs. - To do this case the
following inputs need to be changed:

Number 10 Time step to 0.1 msec
Number 17 Number of optimizable variables to four
Number 104 Fourth optimizable variable to be variable number 12

Table 5.27 shows the first and last part of the optimum search table. The
same wide variation in powers is noted. The original example as calculated by
W. Martini was done with a time step of 0.25 msec. W. Martini modified the
program to calculate a more consistent target power but he could only get the
simulation to run for 37 trials. MWhen the program was converted to double pre-
cision this case would stop working on the 187th trial. It was necessary to
decrease the time step to 0.1 msec to allow the program to complete and output
results. Table 5.28 shows these results. Table 5.29 shows the initial and
final values for the four optimized variables.
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The number of active optimization numbers is:

Table 5.24

FIRST AND LAST PART OF OPTIMUM SEARCH TABLE
CALCULATED MOTION - THREE ADJUSTABLE VARIABLES

SEARCH FOR OPTIMUM

3

The order in which the optimization numbers are tested is:

13 15 14
Trial Num.

LT RN s IS o N 6 I - UV |G T S

126
127
128
129
130
131
132
133
134
135
136
137
138

0
Ch.Mx. #

WO d W

0

0
Best#

HEHEHERERREERRERERRINW 0 W0 R e

0

0 0
Cyl.D.cm
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718

0 0 0 0]
Pavg.Bar Pwr.wW
48.48 1013.62
46.80 988.46
51.67 1036.02
44.12 956.32
45.76 1001.19
45.44 982.90
68.89 1051.69
58.75 1016.07
76.49 992.56
61.17 993.15
83.73 1040.76

152.32 1321.23
99.70 923.40
154.00 1132.57
120.18 1030.85
102.49 909.17
159.78 1121.92
98.55 1080.72
79.18 928.39
118.74 1099.40
204.75 1283.77
135.86 900.69
222.62 1143.86
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0]

0]
Eff. %
29.36
29.31
29.41
25.77
25.89
25.70
32.35
31.88
32.24
33.83
34.79
35.42
34.83
34.91
35.28
34.73
34.83
35.39
34.72
35.22
34.71
34.32
33.88

Bst.Eff.%
29.36
29.36
29.36
29.41
29.41
29.41
29.41
32.35
32.35
35.47
35.47
35.47
35.47
35.47
35.47
35.47
35.47
35.47
35.47
35.47
35.47
35.47
35.47



PRINTOUT OF QPTIMIZED DESIGN

Table 5.25

CALCULATED MOTION - THREE ADJUSTABLE INPUTS

CURRENT OPERATING CONDITIONS ARE:

0l= 109.221 02= 2
06= 2.616 07= 1.885
11= 0 12= .000
lé6= 1 17= 3
CURRENT DIMENSIONS ARE:
20= 1 21= 4.0400
25= 15.1900 26= .0365
30= 6.2000 31= .4260
35= 25,4000 36= 7.6000
40= 10.0000 41= 31.7900
45= 22 46= 24
50= .7600 S51= .1321
55= 2 56= 34
60= 1.5000 61= . 0000
65= 44.8182 66= . 0000
70= .0508 71= .3760
75= .0200 76= 1.0000
80= 20.0000 81= .0100
85= .0000 86= <-4.5650
90= 4.4500 91= .3710
95= .5000 96= 0
100= .0000 101= 13
105= 0 106= 0]
110= 0 111= 0
115= 0

03= 600.000
08= 0
13= 1.000
18= 1000.000
22= 4.2000
27= 1.6630
32= 0
37= 381.0000
42= 20.5000
47= 1.0200
52= .1016
57= 18.3400
62= 6.4460
67= .0000
72= 7.9200
77= 3.0000
82= .1000
87= .4684
92= .1450
97= .0000
l02= 15
107= 0
112= 0]
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04=
09=
14=
19=

23=
28=
33=
38=
43=
48=
53=
58=
63=
68=
73=
78=
83=
88=
93=
98=
103=
108=
113=

40.000
0
4
10.000

4.7000
5.7790
33.0000
.0000
2.3900
.1575
31.7900
.2362
.8761
. 0000
1.5000
1.0000
.0050
7.9300
.0813
.0000
14

0

0

05= 88.648
10= .200
15= 2

24= 5.7180
29= 29.7000
34= 15.2500
38= .8000
44= 72.5300
49= .1067
54= 2.9200
59= 9.2600
64= 94.8855
69= 135

74= . 0000
79= 4.0000
84= .0000
89= .4600
94= 1

99=. ,0000
104= o

109= o

114= 0



ENTERED PRINT

Table 5.25 Concluded

ROUTINE AFTER
277 TOTAL INPUT CASES

2363 TOTAL CYCLES

NUMBER OF CYCLES FOR LAST CASE WAS 6
FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT

IN AND POWER OUT HAS BEEN LESS THAN

.0050
RUN# O FOR
SUNPOWER RE1000 ENGINE
FREE MOTIONS -- LINEAR ALTERNATOR

LOAD CONSTANT
ISOTHERMAL ANALYSIS WITH CORRECTIONS
MARTINI LOSS EQUATIONS

138 OPT. VARIABLE COMBINATIONS

.020 N/ (CM/SEC) **2,

THE ORDER IN WHICH THE OPTIMIZATION NUMBERS ARE TESTED IS:

13 15 14

0 0 0 0 0 0 0 o 0 0 0

FINAL VALUES FOR CHANGABLE INPUT BY OPTIMIZATION #

OPTIMIZATION 4

OPERATING COND
SPEC.FREQ., HZ
HEAT IN, DEG C

W. GAS 1=H2,2=HE,3=AIR 2

POWER P.STR,CM
CALC.FREQ., HZ

VALUE
13 .8761
15 44.8182
14 94.8855
ITIONS ARE:
= 29.70 CHRG. PRESS., BAR
= 600.00 HEAT OUT, DEG. C

PHASE ANG. DEGREES
DISPL. STROKE, CM
TIME STEPS/CYCLE

2.62
30.57

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS
BASIC

ADIABATIC CORR.
HEATER FLOW LOSS
REGEN.FLOW LOSS
COOLER FLOW LOSS

INDICATED

INDICATED EFFICIENCY, %

EXP.SP.EFFECT.TEMP. ,C

COMP.SP.EFFECT

HEAT REQUIREMENT, WATTS

1553.5208 BASIC
-65.8808 ADIABATIC CORR.
-89.8186 REHEAT
~-285.0101 SHUTTLE
-6.9309 PUMPING
1105.8803 TEMP. SWING
CYL. WALL COND.

DISPLCR WALL COND.
REGEN. WALL COND.

35.47 CYL. GAS COND.
REGEN. MTX. COND.
—————————————————— RAD.INSIDE DISPL.
577.81 FILOW FRIC. CREDIT
.TEMP.,C 49.23 TOTAL HEAT TO ENG.

97

0

109.22
40.00
88.65

1.89

163.54

2568.2358
130.9153
235.7924
56.1540
19.1353
.2201
215.4641
34.4467
62.2223
6.2131
16.3832
4.8287
—-232.3236

3117.6875



TABLE 5.26
RESULTS OF OPTIMIZATION CALCULATED MOTION - THREE VARIABLES
[Linear alternator load]

Optimization Identity Units Original Final
number values values

13 Radial cm 0.544 .8761
thickness of
regenerator

15 Porosity % 75.9 44.8182
of matrix

14 Diameter of
wire in matrix Microns 88.9 94,8855
Efficiency % 29.36 35.47
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The number of active optimization numbers is:

Table 5.27

SEARCH FOR OPTIMUM

The order in which the optimization numbers are tested is:

13 15 14
Trial Num.
1

OV OO W

10

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408

12
Ch.Mx.#

OO0~ O W

0

0
Best#

NN N NNNNNSNNN NN NN NNNW W W W R e e

e T el R e e S Y S W g

0

0 1]
Cyl.D.cm
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
5.718
.718
.718
.718
.718
.718
.718
.718

(SR R RS, RS, I I

4

0 0 0 0 0 0
Pavg.Bar Pwr.W Eff.
48.39 1011.34 29.36
46.81 985.36 28.30
51.67 1036.06 29.43
44.07 951.82 25.75
46.24 1021.47 25.91
45.86 996.42 25.71
68.55 1049.10 32.37
58.63 1015.50 31.88
76.38 993.29 32.29
45.23 948.25 28.48
47.28 1020.72 28.77
48.65 1005.15 28.60
44.57 972.91 24.83
45.32 996.39 24.92
45.91 1005.99 24.76
59.00 1000.85 31.36
52.66 998.93 30.87
69.29 1028.81 31.76
51.93 1030.18 30.07
47.43 975.34 29.90
56.32 1011.03 30.40
43.53 924.33 26.63
46.87 1028.88 26.88
46.19 993.06 26.70
78.60 1041.86 33.01
66.67 1031.16 32.86
86.36 985.19 32.90
53.35 1070.29 29.75
47.44 960.11 29.44
55.03 1007.51 29.84
44.66 943.07 26.09
47.32 1022.78 26.21
46.73 998.69 26.13
74.17 1029.71 32.56
67.20 1085.00 34.46
54.54 860.80 32.83
97.13 1316.34 35.40
108.62 1085.11 35.85
85.64 832.11 34.64
156.57 1350.12 35.75
104.08 899.61 35.37
98.47 962.64 35.67
151.67 1242.72 35.94
86.35 981.96 35.41
75.33 888.52 34.72
123.22 1273.33 36.20
164.40 1256.85 36.11
111.92 754.10 34.38
234.62 1416.26 34.95
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%

Bst.Eff.%

29.
29.
29.
29.
29.
29.
29.
32.
32.
32.
32.

32
32

32.
32.
32.
32.
32.
32.
32.
32.
32.
32.

32
32

33.
33.
33.
33.
33.
33.
33.
33.
33.
36.
36.
36.
36.
36.
36.
36.

36

36.
36.
36.
36.
36.
36.
36.

36
36
36
43
43
43
43
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
37
01
01l
01
01
01
01
01
01
01
21
21
21
21
21
21
21
21
21
21
21
21
21
21
21



Table 5.28

1 ENTERED PRINT ROUTINE AFTER 408 OPT. VARIABLE COMBINATIONS
817 TOTAL INPUT CASES
7183 TOTAL CYCLES

NUMBER OF CYCLES FOR LAST CASE WAS 7 ‘
FRACTIONAL CHANGE IN TWO SUCCESSIVE INTEGRALS OF HEAT
IN AND POWER OUT HAS BEEN LESS THAN . 0050

RUN¢# 1 FOR
SUNPOWER RE1000 ENGINE
FREE MOTIONS -- LINEAR ALTERNATOR

LOAD CONSTANT = .020 N/ (CM/SEC) **2,

ISOTHERMAL ANALYSIS WITH CORRECTIONS
MARTINI LOSS EQUATIONS

THE ORDER IN WHICH THE OPTIMIZATION NUMBERS ARE TESTED IS:
13 15 14 12 0 0 0 0 0] 0 0 o 0 0 0

FINAL VALUES FOR CHANGABLE INPUT BY OPTIMIZATION #

OPTIMIZATION # VALUE
13 .7965
15 36.3027
14 115.9712
12 4.6056

OPERATING CONDITIONS ARE:

SPEC.FREQ., HZ = 29.70 CHRG. PRESS., BAR = 114.

HEAT IN, DEG C = 600.00 HEAT QUT, DEG. C = 40.

W. GAS 1=H2,2=HE,3=AIR 2 PHASE ANG. DEGREES = 85.

POWER P.STR,CM = 2.55 DISPL. STROKE, CM = 1

CALC.FREQ., HZ = 31.75 . TIME STEPS/CYCLE = 314.

COMPUTED PERFORMANCE USING FPSE BY MARTINI ENG.:

POWER, WATTS HEAT REQUIREMENT, WATTS
BASIC 1621.7096 BASIC 268
ADIABATIC CORR. =70.134¢ ADIABATIC CORR. 13
HEATER FLOW LOSS -89.4897 REHEAT 28
REGEN.FLOW 10OSS -261.6603 SHUTTLE 5
COOLER FLOW LOSS -5.3216 PUMPING 2
INDICATED 1195.1034 TEMP. SWING

CYL. WALL COND. 21
DISPLCR WALL COND. 3
————————————————————————————————— REGEN. WALL COND. 6

INDICATED EFFICIENCY, &% 36.21 CYL. GAS COND.

REGEN. MTX. COND. 1
————————————————————————————————— RAD.INSIDE DISPL.
EXP.SP.EFFECT.TEMP.,C 576.90 FLOW FRIC. CREDIT -22
COMP.SP.EFFECT.TEMP.,C 50.30 TOTAL HEAT TO ENG. 330

100

19
00
69

.78

91

6.5611
8.3823
7.6481
0.0445
0.6800

.2828
0.6503
4.3773
2.0969
6.2006
8.9148
4.8199
0.3199
0.3387



TABLE 5.29 - RESULTS OF OPTIMIZATION CALCULATED

Cptimization
numbper

13

MOTION - FOUR ADJUSTABLE INPUTS

[(Linear Alternator Load]

Identity Units Original
values

Radial cm 0.554
thickness of
regenerator
Porosity of % 75.9
matrix
Diameter of Microns 88.9

wire in matrix

Length of cm 6.446
regenerator
Efficiency % 29.70
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Final
values

0.7965

36.303

115.97

4.606

36.21



5.3.5 Comments on optimization searches. - The program can do optimization
searches for both specified motion and calculated motion options as required
by contract. However, the program still needs to be improved in a number of
respects to be of practical use in Stirling engine design. Suggestions for
improvements are discussed below.

5.3.5.1 Closer approach to constant power: The provision of having just
two cases per trial number, with the first case used to set the charge pres-
sure for the second, works well for specified motion but poorly for calculated
motion. A second method needs to be added in order to zero in on the target
cower efficiently. The target power cannot be obtained exactly because of the
jitter in the solution. Figure 5.12 shows the results of some calculations
aimed at finding the exact pressure that will give exactly 1000 W of power.
Note that when the scale is greatly expanded, and when enough trials are made,
cne can see that even with a fairly small time step and an apparently tight
convergence, there is still some jitter in the solution. One must make the
window around the target power large enough so that the solution can find it.

Table 5.30 compares the results plotted in Figure 5.12. Note the very
nign value calculated with 11 cycles and the low values calculated with
7 cycles. Apparently, there needs to be more cycles and a closer approach to

steady state.

A new series was done with a convergence criteria of 0.001 instead of
0.005. This series is summarized in table 5.31 and graphed in figure 5.13.
Note the jitter is gone but it makes a lot of difference whether 24 or
25 cycles are used to find the solution. The convergence criteria still is
not tight enough.

These observations substantiate the data given in table 5.1. Most runs
in Section 5 were done at a convergence criteria of 0.005 knowing that the
power would be calculated low but the computation time would be small.

The effect of an even smaller convergence criteria will be discussed in
Section 5.4.

5.3.5.2 Provision for no solution: In the calculated motion mode some
cases will stop operating or after a few cycles never complete the next cycle.
Provisicons must be added to the program to stop such cases and ignore them in
searching for the optimum.

5.3.5.3 Limitation on porosity: The heat transfer and flow loss equations
need to be improved to adequately take into account the porosity of the matrix
and make it impossible to choose unreasonable matrix porosities.

5.3.5.4 Limitation on dimensions: In the limited experience so far
ootained with optimization searches, an "optimum" design was found to have a
regenerater with a very large face area and a very short flow path. It would
be difficult to enclose such a regenerator. As the optimization search is
extended to other parts of the engine similar difficulties may arise. These
mechanical constraints need to be written into the program.
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Indicated Power, Watts

1005 }— 1 cyc\es

1000 f— ;11111jft£b -

o 99

995 — —

890 —

7 cycles O3

o I S

97.5 97.6 97.7 97.8 97.9 98.0 98.1 98.2
Pressure, bar

FIGURE 5.12. - LARGE SCALE POWER VERSUS PRESSURE PLOT. CALCULATED MOTION - LINEAR ALTERNATOR.
LOAD CONSTANT. 0.040: INITIAL TIME STEP, 0.1 msec: CONVERGENCE CRITERIA, 0.005.
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Table 5.30

EFFECT OF PRESSURE ON COMPUTED RESULTS
CALCULATED MOTION - LINEAR ALTERNATOR
Load Constant = 0.040 N/(cm/sec)?,
Initial Time Step = 0.1 msec,
Convergence Criteria = 0.00%

rressure  Indicated Fower ¥ Cycle to Indicated Calculated Final Time

Ear Watts Solution Efficiency Frea. Hz msec
97.50 P99.3268 10 27 .81 29.22 0.1
97 .60 ?97.3368 10 27 .82 29.23 0.1
?7.80 ?99.,0834 10 27 .82 29.26 0.1
Y7 .88 99,3170 10 27 .80 29.28 0.1
P77 .89 999.6638 10 27 .82 29.27 0.1
97 .90 1000.2170 10 27 .81 29.27 0.1
%7 .91 1000.1320 10 27 .81 29.28 0.1
7 .92 1000.1190 10 27 .81 29.28 0.1
%7 .93 299 ,.8864 10 27 .80 29,28 0.1
97 .94 999 .8163 10 27 .81 29,29 0.1
@7 .95 ?99.8077 10 27 .79 29.2 0.1
97 .96 1000.,3810 10 27 .82 29.29 0.1
°7 .97 1000.7230 10 27.81 29.29 0.1
97 .98 1000.,6570 10 27 .81 29.29 0.1
3?7 .99 1000.717¢0 10 27 .80 29.29 0.1
?8.00 1000.6160 i0 27.81 29.29 0.1
?8.05 1000.8140 10 27 .80 29.30 0.1
?8.10 1001.398¢0 10 27 .80 29,31 0.1
?8.11 1001.3400 10 27 .80 29,31 0.1
?8.12 1001.3660 10 27 .80 29.31 0.1
?8.13 1005.4270 11 27 .85 29.30 0.1
?8.14 986.2051 7 27.70 29.36 0.1
98.15 92846.2258 7 27 + 69 29.36 0.1
?8.16 986.2603 7 27 .69 29.37 ¢.1
98,17 986.3230 7 27 .48 29.37 0.1
?8.18 1001.92350 10 27.79 29.32 0.1
?8.19 1001.9790 10 27 .79 29.32 0.1
8.2 1001.9090 10 27 .79 29.32 0.1
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Table 5.31
EFFECT OF PRESSURE ON COMPUTED RESULTS

(Same Case as Table 5.34 except
Convergence Criteria = 0.001

Fressure Indicated Fower # Cycle to Indicated Calculated Final Time

Ear Watts Solution Efficiency Freaq. Hz Msec
4,80 998 .44567 24 28.10 28.78 .025
©3,90 999.3182 24 28.10 28.80 0.025
4,96 999.7576 24 28.10 28.81 0.02%
$3,97 999.9558 24 28.10 28.81 0.02%
73,98 1000.7030 25 28,10 28.81 0.025
S, 99 1000.,0710 24 28.160 28,81 0.025
95,00 1000.1530 24 28,10 28.81 0.02%
95,01 1000.8860 25 28.10 28.81 0.025
95.02 1000.3180 24 28.09 28.82 0.0295
75 .03 1000.3940 24 28.09 28.82 0.025
P5.04 1001.234¢0 25 28.10 28.82 0.025
95.09 1000.5580 24 28.10 28.82 0.025
95,06 1000,7570 24 28.09 28.82 0.025
?5.07 1001.4760 25 28,10 28.82 0,025
95,08 1000.8580 24 28.09 28.82 0,029
95.09 1001.6090 25 28.10 28.83 0,025
95,10 1001.0080 24 28,10 28.83 6.025
95.20 1002.4990 29 28.09 28.84 0.02S
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Indicated Power, Watts

1005

1000

995

Charge Pressure, bar

FIGURE 5.13. - LARGE SCALE POWER VERSUS PRESSURE PLOT. (SAME CASE AS FIG. 5.12 EXCEPT CONVERGENCE CRITERIA,

0.001.)
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5.4 Effect of Leakage

In Section 5.3.5.1, we found it takes a very long time to reach a steady
operating point. In investigating this property of the computer program, some
interesting observations were made concerning leakage.

In the standard program, the following adjustments are made in the working
gas inventory:

(1) Arbitrary adjustment at the end of each cycle to make average working
gas pressure and average bounce space pressure equal

(2) Leakage through displacer centering port

(3) Leakage through power piston centering port

(4) Leakage through displacer rod seal

5. Leakage through power piston seal

Tests were run to separate some of these effects. The results of tests
are summarized in table 5.32 and in figure 5.14.

We found that the pressure adjustment by itself was adding gas to the
working gas at a constant rate. This adjustment was cut back just for this
test to be only the first four cycles when it is really needed. With this
feed removed, the normal seal leakage and centering port leakage settles out

quicker and at a lower power.

Keeping the pressure adjustment cut back to the first four cycles, we
investigated what part of the leakage was having an effect. When the seal
leakage was stopped and the centering port leakage was allowed to remain the
power increased. This needs to be looked into thoroughly because this center-
ing port should draw off power. We found that when the centering port leakage
was made large, that the engine pressures were adjusted the right way. With
the centering ports plugged and the seal leakage at normal values, the power
drops as expected. The reason for the peculiar shape of this curve is not

understood.

107



5.5 Computer Time

Zonverting this program to double precision has increased the computer
“‘me reguired to run the program. Some optimization cases can easily run
cvaonight on an IBM PC/AT. The cases in appendix J were timed to see how much
jifference in the two versions there is. The single precision version required
aporoximately 20 min to calculate results for these 11 cases and the double
orezision version took over 50 min for the same 11 cases.

“he differences can accumulate rapidly in an optimization probiem.
txample 5.3.1 takes 44 min to run nearly 500 cases with the double precision
version. The single precision version only requires 33 min. Example 5.3.2
required 3 hr to run 1963 total cases with the double precision version. The
single orecision version ran 1343 cases in 1 hr 40 min. These are all cases
wshich are centered around the base set of conditions. Choosing other options
sucn as the Rios loss equation method for calculating losses can increase the
necessary calculation time even more. The base optimization examples were run
sitn zne Rios loss equation method and the results using this method are iden-

izal to the documented results.
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FIGURE 5.14. - EFFECT OF LEAKAGE.
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6.0 PROGRAM USERS MANUAL

This program was developed on an IBM personal computer with two double
densi-v disk drives, drives A and B, and additional memory. Each diskette
drive nhad a capacity of 315 Kb. The memory was rated at 384 Kb and in addi-
=i3n -here was a ram disk (C) which acts as a third rapid access disk drive
witn a capacity of 251 Kb. The configuration described above worked for the
TPSI arogram which was compiled on it.

‘0 addition to the added memory that this particular IBM personal computer
had there was a graphics package which allowed high resolution graphics to be
giso'aved on the IBM monochrome personal computer display. Tnis particular
graohics package provided 350 lines by 720 columns. The package was obtained
from Orchid Technology, 47790 Westinghouse Drive, Fremont, California 94539.
The package included a plug-in board and software for a number of different
compuzer languages which allows the graphics capability to be used very conve-
niently. This graphics package may not be available now but it is the one that
Martini Engineering used. This users manual is exact for the type of computer
described above. It would, of course, have to be adapted for other computers,
out mucn of the way of doing things should remain the same.

Sverdrup Technology's IBM PC's are typically equipped with a hard drive
and do not have the disk storage limits W. Martini had. This has given us the
option of using larger files without running out of space while compiling.

“he files have been combined as follows:

F1.FOR contains FPSE.FOR and FPIN.FOR

FPIN.FOR replaces F1.FOR, F11.FOR, and F12.FOR
F2A.FOR contains F2.FOR and F21.FOR

F2B.FOR contains F22.FOR through F28.FOR

F3.FOR contains F3.FOR, F4.FOR, F41.FOR, and F42.FOR

Together with SCREEN.ASM these four files contain the 17 source members
Martini used with his dual diskette drive system. These programs are distri-
buted on 2 DS-DD diskettes. The source diskette contains the previously men-
tioned 5 source files, the default input data table, and the SCREEN object and
listing files. The program diskette contains an executable version with
2 input files. Initially both files are identical but the program uses
INPUT.TBL to store the last case simulated and so this file will change when-
ever the program is run. MAKE BACKUP COPIES OF BOTH DISKETTES. This program
will run on a monochrome, color, or enhanced graphics display, provided the
user includes the command ‘DEVICE=ANSI.SYS' in the file CONFIG.SYS in his root

directory.

First the method of using the compiled program will be described and then
the method of modifying the source codes and recompiling will be described.

6.1 Using the Compiled FPSE.EXE

To use this compiled program all one needs is an IBM compatible PC that
can read the file from a 5-1/4 in. diskette. Once the computer is on and ready
for operation, put the program diskette in the B disk drive. Do a directory of
the diskette and you will find three files. One file is FPSE.EXE with a size
of 209054 bytes. The other files are INPUT.TBL and DEFLT.TBL and they have a
size of 3000 bytes. The file FPSE.EXE contains the executable code. The other
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two files are the data. The program expects to find the data file on drive B.
On a PC with only one floppy diskette drive the program will run from drive A.
It is also possible to change the drive designation by modifying the source
code in FPSE.FOR. To start the program type B:FPSE and hit the return key.
After the program loads into memory it will ask the guestion ‘Bring in last
file for more modification?'. If the user answers 'NO' then the default data
for the RE-1000 engine will be displayed. If the answer is 'YES' then the
last case simulated is displayed on the screen. The user then proceeds to
name the variable they wish to change and assign a new value to it. The
screen is updated with this new value. When all changes have been made the
user enters 'EXIT' and the simulation begins. After the computer is finished
with the particular case the program asks the user whether they would like to
calculate another case. If the answer is 'Y' the display will be erased and
the ‘nput table redisplayed. If the answer is 'N' or if optimization was done
as part of the last case then the program must be restarted as described in
this section.

6.2 Changing Source Code and Recompiling*

For those users who plan to transfer the computer program described in
this report to a mainframe computer, this section will be of no interest.
However, for those users who will be using this computer program on something
like an IBM personal computer, this section is written. It is assumed that
the user has some sort of editor program which can take the source code files
availabie on disk and make whatever modifications the user wants to make to
them. Then tne user must recompiie the files that have been changed to produce
object codes and then link these object codes into one executable code similar
to the one that was furnished with the report. The author has used both the
IBM FORTRAN and the Microsoft FORTRAN to develop this program. The author
found that the IBM FORTRAN had a number of problems with it that could not be
resolved by contacting the vendor. IBM supports their FORTRAN program by
requiring the vendor to understand what the problem is and to call in and
obtain an answer. Since it is a very rare vendor salesman who has ever used
FORTRAN of any description this method of support breaks down very quickly.
The author has found that the Microsoft FORTRAN works very well in almost all
instances and is well supported by Microsoft of Bellevue, Washington. Both
FORTRAN's were written by Microsoft and operate in the same way. B8oth compil-
ers are for FORTRAN 77 with some restrictions. As of this time they are the
only ones known that will compile large programs on the IBM personal computer
or compatible computers for any type of FORTRAN.

Another FORTRAN is available for the IBM-PC and many other microcomputers.
It is sold by Supersoft. On a sample program that was felt to give a typical
mix of instructions, Supersoft claims the following performance in comparison:

Time, Size,
sec EXE file
IBM PC FORTRAN 158.1 40 192

Supersoft FORTRAN 78.9 21 760

*These instructions are written for a two-drive machine with drive C
being a ram disk.
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However, they state that the current compiler allows only 64 K of code space
and 64 K of data space. By a phone call of Supersoft in March 1983, we found
that they expected to have chaining in September 1983. True large programs
would be much later.

Since it is possible that a number of readers of this report will use tnhe
same or similar equipment to what the author used, the system that the author
“ound to be efficient for compiling this size program will be described in the
following paragraphs.

Both the Microsoft and IBM FORTRAN compilers have a limit of 64 K of
memory in compiling any one module of a large program. Then any number of
modules can be linked together to form a single executable file and the limit
here is only in the size of the main memory. The FPSE program was written,
edited and compiled in 17 different modules, when divided into the major sub-
routes. Experience has shown that to maintain such a program, it is better to
have an even larger number of modules than the 17 that it is presently divided
intc. Tne reason for this is that the smaller modules take less time to
recompile and the subsequent linking operation is about the same no matter how
many modules there are, as long as the total length is the same. We found that
the use of common blocks to transfer data from one program module to another
was much mcre saving of computer memory than was the use of formal parameters.
If a given size program module runs out of memory at compile time, the only
sning that can be done is to subdivide it into two or more smaller pteces. In
outting the full program together this subdivision was carried to ridiculous
lengtns as it seemed at the time without getting to a program which would com-
pile without running out of memory. At that time we switched over from formal
parameters to named common blocks at the suggestion of the Microsoft technical
support people, and the problem went away. Some of the program modules whicn
had not been broken up at this time were still very large but were compilable
by the use of common blocks. At least in the microcomputer environment the
use of named common blocks appears to be much more saving of memory than the
use of formal parameters. However, both will work and can be used.

There are many different ways of using the FORTRAN software to produce an
executanle code. If there were enough disk space, it would be possible to
design a batch file to go all the way from a collection of source files to an
executable file. This might be possible for a microcomputer with a hard disk.
It would also certainly be possible for a programmer operating with a mainframe
computer. However, using the IBM personal computer at the most basic level
tnere is a lot of constant attention and changing of disks in order to go from
a source file to an executable file. For the size program that was produced in
this contract, the following method was found to be about the best. This
method used two batch files. One batch file was used to take the source code
and produce an object file more or less automatically. Another batch file was
used to gather up all the object files and make one single executable file.

The use of these two batch files will now be further explained.
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Table 6.2 Batch File for Compiling FORTRAN Programs.

REM CP COMPILES USING FOR{ AND FORZ AND STORES OBJECT FILE ON R DISK

COPY CP.RRT C:
COPY %1.FOR (:

SHRUSE - - INSERT FORTRAN A: DISK IN DRIVE "“B" AND OBJ. FILES DISK IN DRIVE "R".
HIFOR:I X1, R:,ZON,NULS

BE:FORZ
ERASE %i.FOR
RE~" -- REMOVE OBRJECT FILES DISK AND INSERT SOURCE FILE AND EDIT IN "A".

a5
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Table 6.3 Record of Console Displays During Compilation.

RYCP FPSE
RYREM CP COMPILES USING FDRi AND FOR2 AND STORES DBJECT FILE ON A DISK

A) COPY CP.BRT C1

1 File(s) copied
R) COPY FPSE.FDOR C:

1 File(s) copied
RYC:

C) PRUSE --INSERT FORTRAN Rt DISK IN DRIVE "B" AND OBRJ. FILES DISK IN DRIVE “Av,
Strike a key when ready . . .

C)B:FOR1 FPSE, A1, CON, NULS
Microsott FORTRAN77 V3.10 05/03/83

(This part is given in Appendix D.)

CrERASE FPSE. FOR
CYHEM —- REMOVE OBJECT FILES DISK AND INSERT SOURCE FILE AND EDIT IN “"A".

CrA:
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The batch file that is used to convert a single source file written in
FORTRAN into an object file is given in table 6.2. To use this batch file you
need one or more disks that contain the source code files and possibly the edi-
tor program that is used. These source code disks should each have a copy of
CP.BAT on them. Also, you need another disk with copies of the first and sec-
ord compilation code that is used by either IBM FORTRAN or Microsoft FORTRAN.
Tne first pass should be labeled FOR].EXE and the seccond pass should be labeled
FCR2.EXE. A copy of CP.BAT should also be on this disk. From the disk operat-
ing system prompt (A>) type in CP, a space, then the name of the file without
tne .FOR subscript (for instance, FPSE). Hit return. See the first line of
table 6.3. The first thing that shows is the remark line to show what kind of
a program you have. After this, it copies the CP.BAT and the subject source
file to the C disk. Check to see that both files get copied. By using the
< disk as well as the A and B disks it is possible to do a compilation without
acditional supervision from the operator. Next the control passes to the
C disk and there is a pause in order to carry out the instructions given. Put
a formatted disk that is to accept all the object files into the A drive and
the disk that contains the FOR! and FORZ in the B drive. MWhen this is done,
it says strike any key. The rest of the compilation is now automatic. A list-
ing of the source code with line numbers and with errors highlighted, if there
are any, and a listing of all the variables used in alphabetical order is dis-
played on the screen and can be printed out by using the control P code to make
the printer print what is displayed on the screen. The listings given in the
appendices D to T were all done by this method. It is very convenient because
one can watch the compilation proceed and determine what errors there are even
before compilation is finished. If there are no errors, the object file will
be created and have the same prefix as the source file but the suffix will be

.0BJ.

In this way each one of the modules of the full program can be compiled
and the object files stored on a single disk. Of course, any compile time
errors must be noted and corrections made before the linking can be undertaken.
Table 6.3 is a record of what appears on the screen during a typical compila-
tion section for file FPSE.FOR.

At the end of the printout the batch file concludes by erasing the source
file (in this case, FPSE.FOR) from the C disk and presenting the instruction,
"Remove the object files disk and insert source file and edit in A." This is
a convenient way of doing it because disk B can continue to have the compila-
tion software on it. This software with two programs takes up most of the
disk so additional programs of any magnitude cannot be added to an ordinary
double density disk for the IBM PC OR PC compatible machines.

Batch files also work well for linking all the programs together.
Table 6.4 shows a listing of a batch file that does this and table 6.5 shows
the messages that are recorded on the console when this is undertaken. To
start with, the batch file LK should be on both of the disks in drive A which
should also contain all the object files that have been accumulated by the 17
different compilation steps that have preceded this. On drive B should also
be a copy of the LK batch file as well as a copy of LINK, a microsoft disk

*Program listings have been removed from the appendices and are now available
on diskette.
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Table 6.4 Batch File for Linking A1l Components of FPSE.

REM "LK" 1inks altl .OBJ files i